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Preface
P r e f a c e
P r e f a c e

We get surprised when someone we consider to be smart acts foolishly. 

When someone we consider to be not so smart acts foolishly, we tend not 

to be so surprised. But why should we be so surprised in the first case? It 

seems that smart people do foolish things all the time. Wasn’t the financial 

crisis of 2008 just littered with smart people doing dumb things—from the 

buyers and sellers of the toxic mortgage securities to the homebuyers who 

seemed to think their house price would double every three years?

So if it is not rare for smart people to act foolishly, then why the surprise? 

In fact, the confusion here derives from being caught up in the inconsis-

tencies and incoherence of folk language. The folk terms being used in this 

discussion are in dire need of some unpacking. Consider the title of an 

edited book to which we contributed a chapter: Why Smart People Can Be 

So Stupid (Sternberg, 2002). A typical dictionary definition of the adjectival 

form of the word “smart” is “characterized by sharp quick thought; bright” 

or “having or showing quick intelligence or ready mental capacity.” Thus, 

being smart seems a lot like being intelligent, according to the dictionary. 

Dictionaries also tell us that a stupid person is “slow to learn or understand; 

lacking or marked by lack of intelligence.” Thus, if a smart person is intel-

ligent and stupid means a lack of intelligence, then the “smart person being 

stupid” phrase seems to make no sense.

However, a secondary definition of the word “stupid” is “tending to 

make poor decisions or careless mistakes”—a phrase that attenuates the 

sense of contradiction. A similar thing happens if we analyze the word 

“dumb” to see if the phrase “smart but acting dumb” makes sense. The 

primary definition describes “dumb” as the antonym of “intelligent,” again 

leading to a contradiction. But in phrases referring to decisions or actions 

such as “What a dumb thing to do!” we see a secondary definition, like that 
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of “stupid”: “tending to make poor decisions or careless mistakes.” These 

phrases pick out a particular meaning of “stupid” or “dumb”—albeit not 

the primary one.

It is likewise with the word “foolish.” A foolish person is a person “lack-

ing good sense or judgment; showing a lack of sense; unwise; without judg-

ment or discretion.” This picks out the aspect of “stupid” and “dumb” that 

we wish to focus on here—the aspect that refers not to intelligence (general 

mental “brightness”) but instead to the tendency to make judicious deci-

sions (or, rather, injudicious ones).

However we phrase it—“smart but acting dumb,” “smart but acting 

foolish,” or whatever—we have finally specified the phenomenon: intel-

ligent people taking injudicious actions or holding unjustified beliefs. Folk 

psychology is picking out two different traits: mental “brightness” (intel-

ligence) and making injudicious decisions (rational thinking). If we were 

clear about the fact that the two traits are different, the sense of paradox 

or surprise at the “smart but acting foolish” phenomenon would vanish. 

What perpetuates the surprise is that we tend to think of the two traits as 

one, or at least that they should be strongly associated.

The confusion is fostered because psychology has a measurement device 

(the intelligence test) for the first but not the second. Psychology has a 

long and storied history (over one hundred years old) of measuring the 

intelligence trait. There has been psychological work on rational think-

ing, but this research started much later and was not focused on individual 

differences. Our research group has conducted one of the longest extant 

investigations of individual differences in rational thinking processes. In 

the present book, we will attempt to synthesize this work by presenting the 

first prototype of a rational thinking test (the Comprehensive Assessment 

of Rational Thinking).

A novice psychology student might be a bit confused at this point—

thinking that somewhere along the line he or she has heard definitions of 

intelligence that included rationality. Such a student would be right. Many 

theoretical definitions of intelligence incorporate the rationality concept by 

alluding to judgment and decision making in the definition. Other defini-

tions emphasize behavioral adaptiveness and thus also fold rationality into 

intelligence. The problem here is that none of these components of ratio-

nality—adaptive responding, good judgment, and decision making—are 

assessed by actual tests of intelligence.
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Publishers and proponents of IQ tests have encouraged the view that 

you get everything you need in mental assessment from such tests. They 

have also encouraged the view that even when this is not the case, the cor-

relation with intelligence will be so high that it will not even be worth wor-

rying about measuring anything else in the cognitive domain. But in fact, 

by giving an intelligence test, one does not automatically get a measure of 

rational thinking. To get the latter, we need to actually construct a test of 

rational thinking. That is what this book is about. Because we now have 

conceptually grounded theories of rationality and because we have a pro-

digious number of tasks that measure the components of rational thinking 

(Baron, 2008; Kahneman, 2011; Stanovich, 2011), it is now possible to see 

what would happen if we began from the ground up to construct a rational-

ity test around that concept only.

Synthesizing theoretical work and empirical research that began over 

two decades ago (Stanovich, 1993; Stanovich & West, 1997, 1998c), we 

present a prototype of such a test in this volume. We have proceeded by 

grounding our project in the empirical literature on the nature of human 

judgment and decision making (Kahneman, 2011; Manktelow, 2012) and 

theoretical discussions of rationality in cognitive science (Evans, 2014; Sta-

novich, 2011, 2012). For years, we have been examining how one would go 

about constructing the best test of rational thinking if the focus were solely 

on that construct. Thus, we have not structured our investigations around 

what was previously known about intelligence. This point deserves elabora-

tion, because a common misinterpretation of our work is that we are trying 

to improve intelligence tests. Not only is this not our goal, but it is a serious 

misunderstanding of what we are trying to achieve.

Unlike some writers, we do not see the usefulness of labeling every 

human cognitive skill as intelligence—particularly when there are readily 

existing concepts (both scientific concepts and folk concepts) for some of 

those things (e.g., rationality, creativity, wisdom, critical thinking, open-

minded thinking, reflectivity, sensitivity to evidence). Calling everything 

“intelligence” has been the strategy of broad theorists whose stance serves 

to inflate the concept of intelligence. By inflation, we mean putting into 

the term more than what IQ tests measure. For example, broad theorists 

such as Howard Gardner and Robert Sternberg define concepts such as 

practical intelligence, bodily kinesthetic intelligence, emotional intelli-

gence. We would argue that these broad theorists are adopting a permissive 
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conceptualization of intelligence rather than a grounded conceptualization. 

Permissive theories include in their definitions of intelligence aspects of 

mental functioning that are captured by the vernacular term “intelligence” 

(e.g., adaptation to the environment, showing wisdom, creativity, etc.) 

whether or not these aspects are measured by existing tests of intelligence. 

Grounded theories, in contrast, confine the concept of intelligence to the 

set of mental abilities actually tested by IQ tests. Adopting permissive defi-

nitions of the concept of intelligence only serves to obscure what is absent 

from existing IQ tests. Instead, to highlight the missing elements in IQ tests, 

we adopt a thoroughly grounded notion of intelligence.

Thus, it follows that we do not view our project as an attempt to improve 

existing intelligence tests, but rather as an attempt to look at what a com-

prehensive assessment of the rationality concept might look like. Which 

subcomponents of rationality correlate with intelligence and which do not 

will be revealed after the fact. That is, we did not use observed correlations 

with intelligence (or the lack of such correlations) as a criterion for our test. 

We instead used the theoretical foundations of epistemic and instrumental 

rationality in the literature of philosophy and decision science (Manktelow, 

2004; Over, 2004), as well as empirical work in the heuristics and biases 

tradition, to structure our test.

Our goal has always been to give the concept of rationality a fair hear-

ing—almost as if it had been proposed prior to intelligence. Had that hap-

pened, what would a comprehensive test of rationality have looked like? 

We are running, if you will, an experiment on theoretically grounding and 

operationalizing an aspect of mental life that is important in its own right. 

We are not trying to improve IQ measurement. Nor are we concerned with 

the issue of incremental validity over IQ (whether our test can predict vari-

ance in important behaviors beyond what the current IQ tests can predict), 

or with logistical questions such as the length of testing if one were given 

both a rational thinking test and an IQ test.

Regarding correlations between rational thinking (and its components) 

and intelligence, we are prepared to let the chips fall where they may. If it 

were found that, in an unselected sample, a latent rationality variable and 

a latent intelligence variable had an absolutely perfect correlation, then 

we would be the first to say “What an absolutely extraordinary instrument 

the IQ test is—we have not known it all these years, but it perfectly mea-

sures individual differences in rationality as well!” However, on the other 
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hand, we would want to make this concession only after a research effort 

that did not give pride of place to current IQ tests. Whatever the outcome 

empirically, our research effort will at least provide a measure of the ratio-

nal thinking concept. But again, we are not using relationships with intel-

ligence (or the lack of such relationships) to decide what to include in our 

test. If a rational thinking component was conceptually grounded and 

researched in the psychological literature, then it was a candidate for our 

assessment device.

In our society, what gets measured gets valued. With our Comprehensive 

Assessment of Rational Thinking (the CART) we aim to draw more atten-

tion to the skills of rational thought by measuring them systematically. It 

was in part a historical contingency that the operational measurement of 

the concept of intelligence is older than the operational measurement of 

rationality. If we were to say that operationalized intelligence dates from 

Spearman or Binet, then we could say that operationalized rationality dates 

from the axiomatic approach to utility theory of von Neumann and Mor-

genstern (and Savage)—and here we are talking about the 1940s and 1950s. 

One way to look at our research program is to say that we are looking at 

how one would measure rationality, ignoring the historical contingency 

that intelligence was established earlier as a measure of cognition.

So one more time: We are not trying to make a better intelligence test. 

Nor are we trying to find mental tests to add to intelligence tests that will 

incrementally improve the validity of the IQ test. We are trying to show 

how one would go about measuring rational thinking as a psychologi-

cal construct in its own right. We wish to accentuate the importance of 

a domain of thinking that has been obscured because of the prominence 

of intelligence tests and their proxies. It is long overdue that we had more 

systematic ways of measuring these components of cognition, which are 

important in their own right but are missing from IQ tests. Rational think-

ing has a unique history grounded in philosophy and psychology, and 

several of its subcomponents are firmly identified with well-studied para-

digms. The story we will tell in this book is of how we have turned this 

literature into the first comprehensive device for the assessment of rational 

thinking—the CART.
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1  Definitions of Rationality in Philosophy, Cognitive 

Science, and Lay Discourse
Chapter  1
Definitions  of  Rationality

“Rationality” is a torturous and tortured term in intellectual discourse. It 

is contentious and has a multitude of definitions. The term is claimed by 

many disciplines and parsed slightly differently by each discipline. Philoso-

phy, economics, decision theory, psychology—all claim the term and have 

their own definitions. For example, animal behaviorists claim to measure 

degrees of rationality in animals (Kacelnik, 2006), yet by some of the defi-

nitions used in other disciplines, animals couldn’t have rationality at all.

Across disciplines, scholars agree on only one thing: there are many defi-

nitions of rationality and they differ across scholarly domains. For example, 

economist Robert Frank (2004) acknowledges that “there are many con-

ceptions of rationality, each with its own strengths and weaknesses. Much 

of the ambiguity concerning rationality stems from the simple fact that 

no single conception has managed to prevail over its competitors” (p. 45). 

Philosophers Susan Hurley and Matthew Nudds (2006) argue similarly that 

“in application to human beings, different disciplines use ‘rationality’ in 

different senses; some focus on rational behavior and others on rational 

processes, in line with their different assumptions and purposes. As a result, 

there is a danger of talking at cross purposes in interdisciplinary discus-

sion” (p. 6). As if the cross-disciplinary problem was not bad enough, even 

within a discipline such as psychology there tends to be a proliferation of 

rationality-related terms and distinctions. We do not intend to comment 

on all of them, but simply wish to illustrate the need to demarcate how 

we are using the term in this book. We cannot address every philosophical 

issue concerning rationality here. Instead, our choice of terms and defini-

tions is determined by our overall task: to present a prototype of what a 

comprehensive test of rational thinking would look like.
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Our conception of rationality will be drawn from decision theory and 

cognitive science because, for an assessment device, we obviously needed a 

concept that was empirically based and operationally grounded. Philosoph-

ical conceptions not so grounded are essentially useless for the purpose of 

constructing a rational thinking test. Additionally, we needed a definition 

of rationality that allows for individual differences—one where rational 

thought and rational responding falls on a continuum from highly rational 

to less rational, and on which people differ. In contrast, many philosophi-

cal notions of rationality are crafted so as to equate all humans—thus, by 

fiat, defining away the very individual differences we wish to study.

Nevertheless, many people are used to philosophical definitions that 

equate people on rational thinking. These definitions have entered lay dis-

course in ways that may cause confusion about our usage. Regardless of 

one’s prior familiarity with discussions of the term “rationality,” we would 

urge our readers not to get hung up on the specific term. If you dislike our 

use of the term in any part of the book, then just substitute the phrase 

“good thinking” and absolutely nothing will be lost.1

The Strong Sense of “Rationality” Used in This Volume

The term “rationality” has a strong and a weak sense. Things often go wrong 

right at the beginning among laypeople and academics alike, because for 

them a weak sense of the term is common, whereas among empirical scien-

tists a strong sense is common. The strong sense of the term is the one used 

in cognitive science, and it will be the one we use throughout this book. In 

contrast, dictionary definitions of rationality tend to be of the weak sort—

often seeming quite lame and unspecific, for example, “the state or quality 

of being in accord with reason.”

The weak definitions of rationality derive from a categorical notion of 

rationality tracing to Aristotle that posits humans as the only animals who 

base actions on reason. As de Sousa (2007) has pointed out, such a notion of 

rationality as “based on reason” has as its opposite not irrationality but ara-

tionality. Aristotle’s characterization is categorical—an organism’s behavior 

is either based on thought or it is not rational. In this conception, humans 

are rational, other animals are not. There is no room for individual differ-

ences in rational thinking among humans in this view.
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Rationality in its stronger sense—the sense employed in cognitive sci-

ence and in this book—is a normative notion. Normative models of opti-

mal judgment and decision making define rationality in the noncategorical 

manner used in cognitive science. Rationality thus comes in degrees defined 

by the distance of the thought or behavior from the optimum defined by 

a normative model (Etzioni, 2014). Thus, when a cognitive scientist terms 

a behavior irrational, he or she means that the behavior departs from the 

optimum prescribed by a particular normative model. The scientist is not 

implying that no thought or reasoning whatsoever was behind the behav-

ior. Some of the hostility that has been engendered by experimental claims 

of human irrationality no doubt derive from a (perhaps tacit) influence 

of the Aristotelian view—the assumption that cognitive psychologists are 

saying that certain people are somehow “less than human” when they are 

said to behave irrationally. Thus, the term “irrationality” becomes coded as 

a particularly egregious insult in folk language. Our point here is that psy-

chologists are not using the term in this way. They are adopting a different 

definition of rationality, one in which people are all fully human but can 

nonetheless differ in their rational tendencies.

To a layperson, lingering associations with the Aristotelian categorical 

view may well make the term “irrationality” sound more cutting than it 

actually is. As cognitive scientists, we could do better to signal that it is the 

noncategorical, continuous sense of “rationality” and “irrationality” that 

we use in our science. When we find a behavioral pattern that is less than 

optimally rational, we could easily say that it is “less than perfectly ratio-

nal” rather than that it is irrational—with no loss of the intended meaning. 

Perhaps if this had been the habit in the literature, the Great Rationality 

Debate in cognitive science (Bishop & Trout, 2005; Cohen, 1981; Kelman, 

2011; Stanovich, 1999, 2004; Stein, 1996; Tetlock & Mellers, 2002) would 

not have become so heated. For this reason, we will use the term “irratio-

nality” sparingly in this book. Instead, our focus is on continuous varia-

tion in rational responses, running—in degrees—from perfectly rational 

through increasingly less rational responses.

Another reason why psychologists do not adopt the categorical defi-

nitions of rationality is that such definitions provide no motivation for 

cognitive reform or cognitive change. Continuous definitions of rational-

ity motivate cognitive reform, because most people are less than perfectly 

or optimally rational; most people can improve their rational thinking 
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tendencies. But adopting the continuous definition of cognitive science—

one that motivates cognitive reform—necessitates designating some peo-

ple as more rational than others (at least on a task-by-task basis). This is 

no different from saying that some people are more intelligent than oth-

ers. Variation in rationality simply partitions a doubtless overlapping, but 

nevertheless distinct, cognitive space. People do differ in intelligence, and 

because of the ability to measure such differences, psychologists have been 

able to devise ways to make people more intelligent. Likewise, people do 

differ in rationality, and cognitive science has discovered many ways to 

make people more rational and thus to achieve more positive outcomes in 

their lives. For example, we can teach people to make better financial deci-

sions, teach doctors to make better medical decisions, and advise educators 

on how to make better educational decisions.

Rationality: Instrumental and Epistemic

As mentioned above, dictionary definitions of rationality (“the possession 

of reason”) tend to be weak and not specific enough to be testable. Addi-

tionally, for various reasons some writers have promulgated a caricature of 

rationality because they wish to downplay its importance. A common ploy 

is to imply that rationality means little more than the ability to solve the 

syllogistic reasoning problems that are encountered in Philosophy 101. The 

meaning of rationality in modern cognitive science is, in contrast, much 

more comprehensive, robust, and important.

We follow many cognitive science theorists in recognizing two types of 

rationality: instrumental and epistemic (Manktelow, 2004; Over, 2004). The 

simplest definition of instrumental rationality is: Behaving in the world 

so that you get exactly what you most want, given the resources (physical 

and mental) available to you. Somewhat more technically, we could char-

acterize instrumental rationality as the optimization of the individual’s goal 

fulfillment. Economists and cognitive scientists have refined the notion 

of optimization of goal fulfillment into the technical notion of expected 

utility.

The other type of rationality, epistemic rationality, concerns how well 

our beliefs map onto the actual structure of the world. Epistemic rational-

ity is sometimes termed “theoretical rationality” or “evidential rationality” 

by philosophers. Likewise, instrumental rationality is sometimes termed 
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“practical rationality.” These two types of rationality are related, of course; 

to take actions that fulfill our goals, we need to base those actions on beliefs 

that properly match up with the world.

When epistemic and instrumental rationality are properly defined, vir-

tually no one wishes to eschew them. Most people want their beliefs to 

be in some correspondence with reality, and they also want to act in ways 

that help them achieve their goals. Manktelow (2004) has emphasized the 

practicality of both types of rationality by noting that they concern two 

critical things: what is true and what to do. Epistemic rationality is about 

what is true and instrumental rationality is about what to do. For our beliefs 

to be rational they must correspond to the way the world is—they must be 

true. For our actions to be rational, they must be the best means toward our 

goals—they must be the best things to do. Nothing could be more practical 

or useful for a person’s life than the thinking processes that help them find 

out what is true and what is best to do.

More formally, economists and cognitive scientists define instrumental 

rationality as the maximization of expected utility. To be instrumentally 

rational, a person must choose among options based on which option has 

the greatest expected utility. Decision situations can be broken down into 

three components: (1) possible actions; (2) possible states of the world; and 

(3) evaluations of the consequences of possible actions in each possible 

state of the world. Expected utility is calculated by taking the utility of each 

outcome and multiplying it by the probability of that outcome occurring 

and then summing those products over all of the possible outcomes.

The Axiomatic Approach to Rational Choice

In practice, assessing rationality in this computational manner can be dif-

ficult because eliciting personal probabilities can be tricky. Also, measuring 

the utilities of various consequences can be experimentally difficult. Fortu-

nately, there is another useful way to measure the rationality of decisions 

and deviations from rationality. It has been proven through several formal 

analyses that if people’s preferences follow certain consistent patterns (the 

so-called axioms of choice), then they are behaving as if they are maximiz-

ing utility (Dawes, 1998; Edwards, 1954; Jeffrey, 1983; Luce & Raiffa, 1957; 

Savage, 1954; von Neumann & Morgenstern, 1944). These analyses have 

led to what has been termed the “axiomatic approach” to whether people 
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are maximizing utility. This approach allows us to more easily measure 

people’s degrees of rationality by the experimental methods of cognitive 

science. The deviation from the optimal choice pattern according to the 

axioms is an (inverse) measure of the degree of rationality—the further one 

deviates from the optimal choice pattern, the less rational that person is.

The axiomatic approach to choice defines instrumental rationality as 

adherence to certain types of consistency and coherence criteria. For exam-

ple, one such axiom is that of transitivity: If you prefer A to B and B to C, 

then you should prefer A to C. Violating transitivity is a serious violation 

of rationality because it can lead to what decision theorists call a “money 

pump”—a situation where, if you acted on your intransitive preferences, 

you could be drained of all your wealth (Schick, 1986).

The axiomatic approach characterizes someone who maximizes his or 

her utility as having stable, underlying preferences for each of the options 

presented in a decision situation. It is assumed that an optimally rational 

person’s preferences for the options available are complete, well ordered, 

and well behaved in terms of the axioms of choice (Thaler, 2015). All of 

the axioms of choice (independence of irrelevant alternatives, transitiv-

ity, independence, reduction of compound lotteries, etc.), in one way or 

another, ensure that decisions are not influenced by irrelevant context (Sta-

novich, 2013). Because the strength of each preference—the utility of that 

option—exists in the brain before the option is even presented, nothing 

about the context of the presentation should affect the preference. If our 

preferences are affected by irrelevant context, our preferences cannot be 

stable and we cannot be maximizing our utility. As a result, how much our 

thinking is independent of irrelevant context becomes an important mea-

sure of rational thinking and will have a prominent place in our assessment 

battery. Considerable empirical evidence in cognitive science indicates that 

people sometimes violate these axioms of utility theory (Kahneman & Tver-

sky, 2000; Thaler, 2015). It is also known that people vary widely in their 

tendency to adhere to the basic axioms of choice that define instrumental 

rationality.

We can use the axiomatic approach to assess epistemic rationality as 

well. Recall that the expected utility of an action involves multiplying the 

probability of an outcome by its utility and summing across possible out-

comes. Thus, determining the best action involves estimating the probabili-

ties of various outcomes. These probabilities are not conscious calculations, 
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of course—they are our confidence estimates about states of the world. 

They are our beliefs and the confidence we have in them. If our probabi-

listic judgments about the states of the world are wrong, decision making 

will not maximize our utility—our actions will not result in our getting 

what we most want. Thus, instrumental and epistemic rationality become 

intertwined. If we are to determine what to do, we need to make sure that 

our actions are based on what is true. It is in this sense that rationality of 

belief—epistemic rationality—is one of the foundations for rationality of 

action.

Rationality of belief is assessed by looking at a variety of probabilistic 

reasoning skills, evidence evaluation skills, and hypothesis testing skills. 

For a person to be epistemically rational, his probability estimates must 

follow the rules of objective probabilities. That is, his estimates must fol-

low the so-called probability calculus. Mathematically, probability values 

follow certain rules. These rules form one of the most important normative 

models for subjective probability estimates. As was the case with instru-

mental rationality, an important research tradition in cognitive psychology 

has shown that people sometimes violate many of the rules of epistemic 

rationality.

Rationality and the Heuristics and Biases Literature

In constructing our rational thinking assessment instrument, we have drawn 

on the vast literature that has demonstrated violations of the normative 

models of instrumental and epistemic rationality. A substantial research lit-

erature—one comprising literally hundreds of empirical studies conducted 

over several decades—has firmly established that people’s responses some-

times deviate from the performance considered normative on many rea-

soning tasks. For example, people assess probabilities incorrectly, they test 

hypotheses inefficiently, they violate the axioms of utility theory, they do 

not properly calibrate degrees of belief, their choices are affected by irrele-

vant context, they ignore alternative hypotheses when evaluating data, and 

they display numerous other information processing biases (Baron, 2008, 

2014; Evans, 2014; Kahneman, 2011; Kahneman & Tversky, 2000; Koehler 

& Harvey, 2004; Manktelow, 2012; Thaler, 2015). We shall draw heavily on 

this research, especially that of the so-called heuristics and biases tradition 

inaugurated by Kahneman and Tversky in the early 1970s (Kahneman & 
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Tversky, 1972, 1973; Tversky & Kahneman, 1974). The term “biases” refers 

to the systematic errors that people make in choosing actions and in esti-

mating probabilities, and the term “heuristic” refers to why people often 

make these errors—because they use mental shortcuts (heuristics) to solve 

many problems. We shall discuss the psychological theory of these men-

tal shortcuts in several chapters of this book. Table 1.1 lists some of the 

tasks, effects, and biases that we have studied in our lab and from which we 

selected in order to construct the Comprehensive Assessment of Rational 

Thinking (CART).

Table 1.1
Sampling of the individual differences in heuristics and biases tasks studied in the 

Stanovich/West/Toplak Lab

Tasks, Effects, and Biases

Studies of Individual Differences from the  

Work of Our Lab

Baserate Neglect Kokis et al. (2002); Stanovich & West (1998c, 
1998d, 1999, 2008b); West et al. (2008)

Conjunction Fallacy Stanovich & West (1998b); Toplak et al. (2011); 
West et al. (2008)

Framing Effects Stanovich & West (1998b, 1999, 2008b); Toplak 
et al. (2014a, 2014b)

Anchoring Effect Stanovich & West (2008b)

Sample Size Awareness Toplak et al. (2011); West et al. (2008)

Regression to the Mean Toplak et al. (2007, 2011); West et al. (2008)

Control Group 
Reasoning

Stanovich & West (1998c); Toplak et al. (2011); 
West et al. (2008)

Disjunctive Reasoning Toplak & Stanovich (2002); West et al. (2008)

Temporal Discounting Toplak et al. (2014a)

Gambler’s Fallacy Toplak et al. (2007, 2011); (West et al. (2008)

Probability Matching Stanovich & West (2008b); Toplak et al. (2007, 
2011); West & Stanovich (2003)

Overconfidence Effect Stanovich & West (1998c)

Outcome Bias Stanovich & West (1998c, 2008b); Toplak et al. 
(2007, 2011)

Ratio Bias Kokis et al. (2002); Stanovich & West (2008b); 
Toplak et al. (2014a, 2014b); West et al. (2008)

Four-Card Selection Task Stanovich & West (1998a, 2008b); Toplak & 
Stanovich (2002); Toplak et al. (2014a); West et 
al. (2008)
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Tasks, Effects, and Biases

Studies of Individual Differences from the  

Work of Our Lab

Ignoring P(D/~H) Stanovich & West (1998d, 1999); West et al. 
(2008)

Sunk Cost Effect Stanovich & West (2008b); Toplak et al. (2011)

Risk-Benefit 
Confounding

Stanovich & West (2008b)

Covariation Detection Stanovich & West (1998c, 1998d); Sá et al. 
(1999); Toplak et al. (2011); West et al. (2008)

Belief Bias in Syllogistic 
Reasoning

Macpherson & Stanovich (2007); Stanovich & 
West (1998c, 2008b); Toplak et al. (2014a, 
2014b)

Omission Bias Stanovich & West (2008b)

Informal Argument 
Evaluation

Stanovich & West (1997, 2008b); Sá et al. (1999)

Unconfounded 
Hypothesis Testing

Stanovich & West (1998c); Toplak et al. (2011)

Myside Bias Sá, Kelley, Ho, & Stanovich (2005); Stanovich & 
West (2007, 2008a, 2008b); Toplak & Stanovich 
(2003); Toplak et al. (2014a, 2014b)

Expected Value 
Maximization

Stanovich, Grunewald, & West (2003); Toplak et 
al. (2007)

Newcomb’s Problem Stanovich & West (1999); Toplak & Stanovich 
(2002)

Prisoner’s Dilemma Stanovich & West (1999); Toplak & Stanovich 
(2002)

Hindsight Bias Stanovich & West (1998c)

One-side Bias Stanovich & West (2008a)

Certainty Effect Stanovich & West (2008b)

Willingness to pay/
Willingness to accept

Stanovich & West (2008b)

Bias Blind Spot West, Meserve, & Stanovich (2012); Toplak et al. 
(2014a)

Evaluability: Less is 
More Effect

Stanovich & West (2008b)

Proportion Dominance 
Effect

Stanovich & West (2008b)

Table 1.1 (continued)
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Virtually all research psychologists acknowledge the importance of the 

cognitive space marked out by the award-winning heuristics and biases 

work. The press release for the 2002 Nobel Prize awarded to Daniel Kah-

neman drew attention to the roots of his work in “the analysis of human 

judgment and decision-making by cognitive psychologists.” This work was 

lauded for “inspiring a new generation of researchers in economics and 

finance to enrich economic theory using insights from cognitive psychol-

ogy into intrinsic human motivation” (The Royal Swedish Academy of 

Sciences, 2002a, 2002b). One reason that this work was so influential was 

that it addressed deep issues concerning human rationality. As the Nobel 

announcement noted, “Kahneman and Tversky discovered how judgment 

under uncertainty systematically departs from the kind of rationality pos-

tulated in traditional economic theory” (The Royal Swedish Academy of 

Sciences, 2002a, 2002b). The thinking errors uncovered by Kahneman and 

Tversky are thus not trivial errors in a parlor game. Being rational means 

acting to achieve one’s own life goals using the best means possible. To 

violate the thinking rules examined in this Nobel-winning work thus has 

the practical consequence that we are less satisfied with our lives than we 

might be.

Cognitive scientist Steven Pinker seconded the Nobel committee when 

he argued that when “trying to identify what any educated person should 

know in the entire expanse of knowledge … the work on human cogni-

tion and probabilistic reason should be up there as one of the first things 

any educated person should know. I am unqualified in my respect for how 

important this work is” (Creative Leadership Forum, 2011). We agree with 

Pinker that these domains of thinking are something that every educated 

person should know, and his statement provides one way of thinking about 

what we are creating in the CART. What Pinker thinks “any educated per-

son should know in the entire expanse of knowledge” is exactly what we 

are attempting to assess!

The skills of judgment and decision making are cognitive skills that are 

the foundation of rational thought and action, and they are missing from 

intelligence tests. This book, then, and the assessment device we are begin-

ning to construct, can be viewed as a partial remedy for one of the most 

profound historical ironies of the behavioral sciences: the Nobel Prize was 

awarded for studies of cognitive characteristics that are entirely missing 
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from the most well-known mental assessment device in the behavioral 

sciences—the intelligence test (Stanovich, 2009). We hope that the CART 

will at least in part rectify this strange anomaly in the attention that our 

discipline has paid to different cognitive characteristics.

Because much of the operationalization of our framework of rational 

thinking comes from the heuristics and biases tradition, it is important 

to explicate the logic of its tasks in terms of contemporary theories of the 

functional architecture of the human mind. In the next chapter, we will 

outline the functional cognitive theory that we will use to interpret the 

tasks in this literature. In chapter 3, we will unpack the logic of heuris-

tics and biases tasks in terms of this architecture. Once the architecture is 

revealed, a key point from the preface will become clear. Specifically, we 

will show that the concept of rationality and the concept of intelligence are 

two different things. Even more specifically, we will show that rationality 

is actually a more encompassing mental construct than intelligence. Thus, 

as measures of rationality, the tasks in the heuristics and biases literature, 

while tapping intelligence in part, actually encompass more cognitive pro-

cesses and knowledge than are assessed by IQ tests.

Summary

Because rationality is an issue across many disciplines, it has acquired many 

different definitions. Some of those definitions actually serve to thwart 

the goal of assessing individual differences in the important mental facul-

ties related to judgment and decision making. Not surprisingly, we have 

chosen definitions of rationality from cognitive science that are amenable 

to our program of measuring individual differences. They are empirically 

grounded, and data have shown that there are substantial individual dif-

ferences when we measure rationality in the way that most cognitive sci-

entists do. Another way to state our logic would be to say that if you are 

going to measure individual differences in rational thought, you have to 

define it in the way that we have. Any investigator would be free to define 

rationality in some other way, but the point would be that the individual 

differences that we are studying would still be there. We would then just need 

another name for them. In one sense, this would not be objectionable to 

us, but with one important caveat. Anyone objecting to designating the 
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large set of heuristics and biases tasks that we will present in the subsequent 

chapters by the term “rationality” should definitely not call these measures 

part of intelligence. They are not measured by extant IQ tests, and IQ tests 

are less than perfect predictors of individual differences in these reasoning 

processes. Thus, we prefer our own default of calling our measure a measure 

of rational thinking. As we will argue in chapter 2, go ahead and call it a 

measure of something else—just don’t call it intelligence.



2  Rationality, Intelligence, and the Functional Architecture 
of the Mind
Chapter  2
Rationality,  Intelligence,  and  Architecture  of  the  Mind

Discussions of the intelligence concept often implicitly privilege the men-

tal abilities tapped by IQ tests in ways that are not immediately apparent to 

the nonscientist. One of the primary reasons why this happens is that dis-

cussions of intelligence often proceed without a prior explication of a full 

model of human cognition. In the absence of such a complete model, it is 

understandable that the layperson naturally assumes that IQ tests measure 

all of the important cognitive characteristics.

In short, discussions of intelligence often go off the rails at the very 

beginning by failing to set the concept within a general model of cognitive 

functioning, thus inviting the default assumption that intelligence tests tap 

all of the critical features of the mind. Thus, in this chapter, we will first 

sketch out a consensus view of intelligence. We will then make an effort to 

place intelligence within a comprehensive model of cognition. By placing 

both intelligence and rationality within this comprehensive model, we will 

illustrate why rationality is actually a more encompassing concept than 

intelligence, contrary to many popular discussions.

A Grounded Theory of Intelligence

In the preface, we introduced the distinction between permissive conceptu-

alizations of intelligence and grounded conceptualizations. Permissive theo-

ries include in their definitions aspects of functioning that are captured by 

the vernacular term “intelligence” (adaptation to the environment, etc.) but 

that are not actually included in IQ tests. Grounded theories, in contrast, 

confine the concept of intelligence to the set of mental abilities actually 

tested by extant IQ tests. For this volume, we adopt a standard grounded 



16  Chapter 2

definition that involves a statistical abstraction from performance on estab-

lished tests and cognitive ability indicators (Deary, 2013).

Our default grounded theory will be the Cattell–Horn–Carroll (CHC) 

theory of intelligence (Carroll, 1993; Cattell, 1963, 1998; Horn & Cattell, 

1967).1 It yields a scientific concept of general intelligence, usually symbol-

ized as “g,” and a small number of broad factors, of which two are domi-

nant. Fluid intelligence (Gf) reflects reasoning abilities operating across of 

variety of domains—including novel ones. It is measured by tests of abstract 

thinking such as figural analogies, Raven’s Matrices, and series completion 

(e.g., what is the next number in the series 1, 4, 5, 8, 9, 12, __). Crystallized 

intelligence (Gc) reflects declarative knowledge acquired from acculturated 

learning experiences. It is measured by vocabulary tasks, verbal comprehen-

sion, and general knowledge measures. Although substantially correlated, 

Gf and Gc reflect a long history of considering two aspects of intelligence: 

intelligence-as-process and intelligence-as-knowledge (Ackerman, 1996, 

2014; Duncan, 2010; Hunt, 2011; Nisbett et al., 2012). In addition to Gf and 

Gc, other broad factors represent things like memory and learning, audi-

tory perception, and processing speed (see Carroll, 1993, for a full account).

There is a large literature on the CHC theory and on the correlates of Gf 

and Gc (see Duncan, 2010; Duncan et al., 2008; Geary, 2005; Gignac, 2005; 

Kane & Engle, 2002; Mackintosh & Bennett, 2003; McArdle et al., 2002; 

McGrew, 2009; Nisbett et al., 2012). The theory’s constructs have been 

validated in studies of brain injury, educational attainment, cognitive neu-

roscience, developmental trends, and information processing. There are, 

of course, alternative models to the CHC conception (Deary, 2013; Hunt, 

2011). For example, Hunt (2011) discusses Johnson and Bouchard’s (2005) 

g-VPR model as an alternative model that is empirically differentiable from 

the CHC theory. However, for the purposes of the theoretical contrast with 

rationality, it makes no difference which of the currently viable grounded 

theories of intelligence we choose. All of them ignore a critical level of cog-

nitive analysis that is important for rationality.

Dual-Process Theory: The First Step toward a Model of Cognitive 

Architecture

As discussed in the previous chapter, the multitude of tasks from the 

heuristics and biases literature of cognitive psychology largely provide 
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the operational definition of rational thinking in cognitive science. Dis-

cussion of these tasks often leads to conceptualizing rationality within a 

dual-process framework, because most of the tasks in the heuristics and 

biases literature were deliberately designed to pit an automatically triggered 

response against a normative response, usually (but not always2) generated 

by more controlled types of mental processing (Kahneman, 2011). Since 

Kahneman and Tversky launched the heuristics and biases approach in the 

1970s, a wealth of evidence has accumulated in support of the dual-process 

approach (Evans & Stanovich, 2013).

A wide variety of evidence has converged on the conclusion that some 

type of dual-process notion is needed in a diverse set of specialty areas, 

including but not limited to cognitive psychology, economics, social psy-

chology, naturalistic philosophy, decision theory, and clinical psychology 

(Alós-Ferrer & Strack, 2014; Chein & Schneider, 2012; Evans, 2008, 2010, 

2014; Evans & Frankish, 2009; Evans & Stanovich, 2013; Lieberman, 2009; 

McLaren et al., 2014; Schneider & Chein, 2003; Sherman, Gawronski, & 

Trope, 2014; Smith & DeCoster, 2000; Stanovich, 1999, 2004). Evolution-

ary theorizing and neurophysiological work also have supported a dual-

process conception (Corser & Jasper, 2014; Frank, Cohen, & Sanfey, 2009; 

Lieberman, 2009; McClure & Bickel, 2014; McClure, Laibson, Loewenstein 

& Cohen, 2004; Prado & Noveck, 2007; Toates, 2005, 2006; Tomlin et al., 

2015).

Because there is now a plethora of dual-process theories (see Stanovich, 

2011, 2012, for a list of the numerous versions of such theories), research-

ers tend to vary a lot in their terms for the two processes. For the purposes 

of this volume, we will most often adopt the Type 1/Type 2 terminology 

discussed by Evans and Stanovich (2013), and occasionally use the sim-

ilar System 1/System 2 terminology of Stanovich (1999) and Kahneman 

(2011).3 The defining feature of Type 1 processing is its autonomy—Type 1 

processes execute automatically upon encountering their triggering stim-

uli, and they are not dependent on input from high-level control systems. 

Autonomous processes have other correlated features—for example, their 

execution tends to be rapid, they do not put a heavy load on central pro-

cessing capacity, they tend to be associative—but these are not defining 

features (Stanovich & Toplak, 2012). The category of autonomous processes 

includes: processes of emotional regulation; the encapsulated modules for 

solving specific adaptive problems that have been posited by evolutionary 
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psychologists; processes of implicit learning; and the automatic firing of 

overlearned associations (see Barrett & Kurzban, 2006; Carruthers, 2006; 

Evans, 2008, 2009; Moors & De Houwer, 2006; Samuels, 2005, 2009; Shif-

frin & Schneider, 1977).

That these categories are disparate makes it clear that Type 1 processing 

is a grab bag—encompassing both innately specified processing modules or 

procedures and experiential associations that have been learned to automa-

ticity, or become so ingrained as to be automatic. The many kinds of Type 1 

processing have in common the property of autonomy, but otherwise, their 

neurophysiology and etiology might be considerably different. It is impor-

tant to emphasize that Type 1 processing is not limited to modular subpro-

cesses that meet all of the classic Fodorian (1983) criteria (see Stanovich, 

1999, for a discussion). Type 1 processing also encompasses unconscious 

implicit learning and conditioning. In addition, many rules, stimulus dis-

criminations, and decision-making principles that have been practiced to 

automaticity (e.g., Kahneman & Klein, 2009; Shiffrin & Schneider, 1977) 

are processed in a Type 1 manner. This learned information can sometimes 

be just as much a threat to rational behavior as are evolutionary modules 

that fire inappropriately in a modern environment. Rules learned to auto-

maticity can be overgeneralized—they can autonomously trigger behavior 

when the situation is an exception to the class of events they are meant to 

cover (Arkes & Ayton, 1999; Hsee & Hastie, 2006).

In contrast with Type 1 processing, Type 2 processing is relatively slow 

and computationally expensive. Many Type 1 processes can operate at 

once in parallel, but Type 2 processing is largely serial. One of the most 

critical functions of Type 2 processing is to override Type 1 processing. 

This is sometimes necessary because autonomous processing has heuris-

tic qualities. Autonomous processing is designed to get the response into 

the right ballpark when solving a problem or making a decision, but it is 

not designed for the type of fine-grained analysis called for in situations of 

unusual importance (financial decisions, judgments of fairness, employ-

ment decisions, legal judgments, and the like). 

Type 1 processing heuristics depend on benign environments to pro-

vide obvious cues that elicit adaptive behaviors. In hostile environments, 

reliance on heuristics can be costly (see Hilton, 2003; Over, 2000; Sta-

novich, 2004). A benign environment is one that contains useful (that is, 

diagnostic) cues that can be exploited by various heuristics (for example, 
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affect-triggering cues, vivid and salient stimulus components, convenient 

and accurate anchors). Additionally, for an environment to be benign, it 

must also contain no other individuals who will adjust their behavior to 

exploit those relying only on Type 1 processing. In contrast, a hostile envi-

ronment for heuristics is one in which there are few cues that are usable by 

autonomous processes or there are misleading cues (Kahneman & Klein, 

2009). Another way that an environment can turn hostile for a user of 

Type 1 processing occurs when other agents discern the simple cues that 

are being used and arrange them for their own advantage (for example, in 

advertisements, or the strategic design of supermarket floor space in order 

to maximize revenue).

All of the different kinds of Type 1 processing (processes of emotional 

regulation, Darwinian modules, associative and implicit learning processes) 

can produce suboptimal responses in a particular context if not overridden. 

For example, humans often act as “cognitive misers” (see chapter 3 for an 

extended discussion of this concept) by engaging in attribute substitution 

(Kahneman & Frederick, 2002)—the substitution of an easy-to-evaluate 

characteristic for a more difficult one, even if the easier one is less accurate. 

For example, the cognitive miser will substitute the less effortful attributes 

of vividness or affect for the more effortful retrieval of relevant facts (Kahn-

eman, 2003; Li & Chapman, 2009; Slovic & Peters, 2006; Wang, 2009). But 

when we are evaluating important risks—such as the risk of certain activi-

ties and environments for our children—we do not want to substitute viv-

idness for careful thought about the situation. In such situations, we want 

to employ Type 2 override processing to block the attribute substitution of 

the cognitive miser. This is the important process of detecting the need for 

decoupling, which we will discuss extensively in the next chapter.

Once detection of the conflict between the normative response and the 

response triggered by System 1 has taken place, Type 2 processing must dis-

play at least two related capabilities in order to override Type 1 processing. 

One is the capability of interrupting Type 1 processing. Type 2 processing 

thus involves inhibitory mechanisms that have been the focus of work on 

executive functioning (Best, Miller, & Jones, 2009; Hasher, Lustig, & Zacks, 

2007; Miyake & Friedman, 2012). But the ability to suppress Type 1 process-

ing gets the job only half done. Suppressing one response is not helpful 

unless there is a better response available to substitute for it. Where do 

these better responses come from? One answer is that they can come from 
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processes of hypothetical reasoning and cognitive simulation that are a 

unique aspect of Type 2 processing (Evans, 2007a, 2010; Evans & Stanovich, 

2013). When we reason hypothetically, we create temporary models of the 

world and test out actions (or alternative causes) in that simulated world. 

To reason hypothetically we must, however, have one critical cognitive 

capability—we must be able to prevent our representations of the real world 

from becoming confused with representations of imaginary situations. The 

so-called cognitive decoupling operations (Stanovich, 2011) are the central 

feature of Type 2 processing that make this possible, and they have impli-

cations for how we conceptualize both intelligence and rationality, as we 

shall see. The important issue for our purposes is that decoupling secondary 

representations from the world and then maintaining the decoupling while 

simulation is carried out is a Type 2 processing operation. It is computa-

tionally taxing and greatly restricts the ability to conduct any other Type 

2 operation simultaneously. In fact, decoupling operations might well be a 

major contributor to a distinctive Type 2 property—its seriality.

Figure 2.1 presents a preliminary dual-process model of mind based on 

what we have outlined thus far. The figure shows the Type 2 override func-

tion we have been discussing, as well as the Type 2 process of simulation. 

The arrow going from Type 1 to Type 2 processes indicates that Type 2 pro-

cesses receive inputs from Type 1 computations. These so-called preatten-

tive processes (Evans, 2008) establish the content of most Type 2 processing.

Figure 2.1
A preliminary dual-process model.
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Fitting Intelligence into the Dual-Process Architecture

Where does intelligence fit into this model? First, we must mention an 

important part of the context for studying individual differences in intel-

ligence. A process can be a critical component of cognition yet be a negli-

gible source of individual differences. This occurs when people do not tend 

to vary much in that process. Such is the case with many Type 1 processes. 

They help us carry out a host of useful information-processing operations 

and adaptive behaviors (e.g., depth perception, face recognition, frequency 

estimation, syntactic processing, threat detection, emotive responses, color 

perception)—yet for the most part, people do not differ widely on many of 

these processes. This accounts for some of the confusion surrounding the 

use of the term “intelligence” in cognitive science.

If you pick up a magazine article or textbook on cognitive science, the 

author might describe the marvelous mechanisms we have for recogniz-

ing faces and refer to this as “a remarkable aspect of human intelligence.” 

Likewise, a book on popular science might describe how we have mecha-

nisms for parsing syntax when we process language and also refer to this 

as “a fascinating product of the evolution of the human intellect.” Finally, 

a textbook on evolutionary psychology might describe the remarkably 

efficient mechanisms of kin recognition that operate in many animals, 

including humans. Such processes—face recognition, syntactic process-

ing, kin recognition—are all parts of the machinery of the brain. They are 

also sometimes described as being part of human intelligence. Yet none 

of these processes is ever tapped on intelligence tests, for the reason we 

warned about above: Intelligence tests assess only those aspects of cognitive 

functioning on which people tend to differ widely. Intelligence tests are a 

bit like the listings for online dating sites—they are about the things that 

distinguish people, not what makes them similar. That is why the listings 

contain entries like “enjoy listening to U2” but not “enjoy eating when I’m 

hungry.”

For this reason, intelligence tests do not focus on the autonomous Type 

1 processing of the brain.4 Intelligence tests, in their Gf (fluid) compo-

nents, largely tap Type 2 processing. And to a substantial extent they tap 

the operation we have been emphasizing in this section—cognitive decou-

pling. Decoupling operations enable hypothetical thinking. They must be 

continually in force during any ongoing mental simulations, and the raw 
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ability to sustain such simulations while keeping the relevant representa-

tions decoupled is one key aspect of the brain’s computational power that 

is assessed by measures of fluid intelligence. This is becoming clear from 

converging work on executive function and working memory, which both 

display correlations with fluid intelligence that are quite high (Duncan et 

al., 2008; Gray, Chabris, & Braver, 2003; Hicks, Harrison, & Engle, 2015; 

Kane, 2003; Kane & Engle, 2002; Kane, Hambrick, & Conway, 2005; Sal-

thouse, Atkinson, & Berish, 2003). This is because most measures of execu-

tive function, such as working memory, are direct or indirect indicators of a 

person’s ability to sustain decoupling operations (Feldman Barrett, Tugade, 

& Engle, 2004). Thus, Type 2 processes are strongly associated with Gf (Bur-

gess, Gray, Conway, & Braver, 2011; Chuderski, 2014; Engel de Abreu, Con-

way, & Gathercole, 2010; McVay & Kane, 2012; Mrazek et al., 2012). We 

shall work Gc (crystallized intelligence) into the model shortly, but first we 

turn to an even more critical complication.

Toward a Tripartite Model

In the preface, we argued that if we properly understand the difference 

between intelligence and rationality, there is nothing paradoxical at all 

about the idea that people might actually be smart but act dumb. In this sec-

tion we will explain why. The first step in the explanation is to understand 

that rational thinking involves a level in the hierarchical control system 

of the brain that is only weakly tapped by IQ tests. This can be under-

stood by unpacking the logic of the override of autonomous subsystems—

specifically, in understanding that override needs to be conceptualized in 

terms of two levels of processing. To understand the two levels in a vernacu-

lar way, consider two imaginary stories.

Both stories involve a woman walking along a cliff. The stories are both 

sad—the woman dies at the end. The purpose of this exercise is to get us 

to think about how we explain the death in each story. In incident A, a 

woman is walking along a cliff by the ocean and goes to step on a large 

rock, but what appears to be a rock is not a rock at all. Instead, it is actually 

the side of a crevice, and she falls down the crevice and dies. In incident B, 

a woman commits suicide by jumping off an ocean cliff and dies when she 

is crushed on the rocks below.
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In both cases, at the most basic level, when we ask ourselves for an expla-

nation of why the woman died, we might say that the answer is the same. 

The same laws of physics that operate in incident A (the gravitational laws 

that describe why the woman will be crushed upon impact) also operate in 

incident B. However, we feel that the laws of gravity and force somehow do 

not provide a complete explanation of what has happened in either inci-

dent. Further, when we attempt a more fine-grained explanation, incidents 

A and B seem to call for a different level of explanation, if we wish to zero 

in on the essential cause of death.

In analyzing incident A, a psychologist would be prone to say that when 

processing a stimulus (the crevice that looked somewhat like a rock), the 

woman’s information-processing system malfunctioned—sending the 

wrong information to response decision mechanisms, which then resulted 

in a disastrous motor response. We will refer to this level of analysis as 

the “algorithmic level.”5 In computer science, this would be the level of 

the instructions in the abstract language used to program the computer 

(BASIC, C, Java, etc.). The cognitive psychologist works largely at this level 

by showing that human performance can be explained by positing certain 

information-processing mechanisms in the brain (input-coding mecha-

nisms, perceptual-registration mechanisms, short- and long-term-memory-

storage systems, etc.). For example, a simple task of letter pronunciation 

might entail encoding the letter, storing it in short-term memory, compar-

ing it with information stored in long-term memory, and, if a match occurs, 

making a response decision and then executing a motor response. In the 

case of the woman in incident A, the algorithmic level is the right level to 

explain her unfortunate demise. Her perceptual registration and classifi-

cation mechanisms malfunctioned by providing incorrect information to 

response-decision mechanisms, causing her to step into the crevice.

Incident B, on the other hand, does not involve such an algorithmic-

level information-processing error. The woman’s perceptual apparatus accu-

rately recognized the edge of the cliff, and her motor command centers 

quite accurately programmed her body to jump off the cliff. The computa-

tional processes posited at the algorithmic level of analysis executed quite 

perfectly. No error at this level of analysis explains why the woman is dead 

in incident B. Instead, this woman died because of her overall goals and 

how these goals interacted with her beliefs about the world in which she 

lived.
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We will present our model of cognitive architecture (building on Stanov-

ich, 2011) in the spirit of Dan Dennett’s (1996) book Kinds of Minds, where 

he used that title to suggest that within the brain of humans are control 

systems of very different types—different kinds of minds. In our terms, the 

woman in incident A had a problem with the algorithmic mind, and the 

woman in incident B had a problem with the reflective mind.6 This termi-

nology captures the fact that we turn to an analysis of goals, desires, and 

beliefs to understand a case such as B. The algorithmic level provides an 

incomplete explanation of behavior in cases like incident B, because it pro-

vides an information-processing explanation of how the brain is carrying 

out a particular task (in this case, jumping off of a cliff), but no explanation 

of why the brain is carrying out this particular task. We turn to the level of 

the reflective mind when we ask questions about the goals of the system’s 

computations (what the system is attempting to compute and why). In 

short, the reflective mind is concerned with the goals of the system, beliefs 

relevant to those goals, and the choice of action that is optimal given the 

system’s goals and beliefs. All of these characteristics implicate the reflective 

mind in many issues of rationality. High computational efficiency in the 

algorithmic mind is not a sufficient condition for rationality.

Our attempt to differentiate the levels of control involved in Type 2 

processing creates a kind of tripartite theory of mind as displayed in fig-

ure 2.2. On this theory, the mind has three levels: the autonomous, the 

algorithmic, and the reflective. The psychological literature provides much 

converging evidence and theory to support such a structure. First, psycho-

metricians have long distinguished typical performance situations from 

optimal (sometimes termed “maximal”) performance situations (Ackerman 

& Kanfer, 2004; Cronbach, 1949; Sternberg, Grigorenko, & Zhang, 2008). 

Typical performance situations are unconstrained in that no overt instruc-

tions to maximize performance are given, and the task interpretation is 

determined to some extent by the subject. The goals to be pursued in the 

task are left somewhat open. The issue is what a person would typically do 

in such a situation, given few constraints. Typical performance measures 

implicate, at least in part, the reflective mind—they assess goal prioriti-

zation and epistemic regulation. In contrast, optimal performance situa-

tions are those where the task interpretation is determined externally. The 

person performing the task is told the rules that maximize performance. 

Thus, optimal performance tasks assess questions of the efficiency of goal 
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pursuit—they capture the processing efficiency of the algorithmic mind. All 

tests of intelligence or cognitive aptitude are optimal performance assess-

ments, whereas measures of critical or rational thinking are often assessed 

under typical performance conditions.

The difference between the algorithmic mind and the reflective mind 

is captured in another well-established distinction in the measurement of 

individual differences—the distinction between cognitive ability and think-

ing dispositions. The former are, as just mentioned, measures of the effi-

ciency of the algorithmic mind. The latter travel under a variety of names 

in psychology—“thinking dispositions” or “cognitive styles” being the two 

most popular. Many thinking dispositions concern beliefs, belief structure, 

and, importantly, attitudes toward forming and changing beliefs. Other 

thinking dispositions that have been identified concern a person’s goals 

and goal hierarchy. Examples of some thinking dispositions that have been 

investigated by psychologists include: actively open-minded thinking, 

need for cognition, consideration of future consequences, need for closure, 

and dogmatism (Baron et al., 2015; Cacioppo et al., 1996; Kruglanski & 

Webster, 1996; Schommer-Aikins, 2004; Stanovich, 1999, 2011; Sternberg, 

2003; Sternberg & Grigorenko, 1997; Strathman et al., 1994).

Figure 2.2
The tripartite structure of the mind and the locus of individual differences in cogni-

tion.
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The types of cognitive propensities that these thinking disposition mea-

sures reflect include: the tendency to collect information before making up 

one’s mind, the tendency to seek various points of view before coming to 

a conclusion, the disposition to think extensively about a problem before 

responding, the tendency to calibrate the degree of strength of one’s opin-

ion to the degree of evidence available, the tendency to think about future 

consequences before taking action, the tendency to explicitly weigh pluses 

and minuses of situations before making a decision, and the tendency to 

seek nuance and avoid absolutism. In short, individual differences in think-

ing dispositions reflect variation in people’s goal management, epistemic 

values, and epistemic self-regulation—differences in the operations of the 

reflective mind. 

The cognitive abilities assessed by intelligence tests are not of this type. 

They are not about high-level personal goals and their regulation, or about 

the tendency to change beliefs in the face of contrary evidence, or about 

how knowledge acquisition is internally regulated when not externally 

directed. People have indeed come up with definitions of intelligence that 

encompass such things. Such permissive theorists (see the preface of this 

volume) often define intelligence in ways that encompass rational action 

and belief, but, nevertheless, the actual measures of intelligence in use assess 

only algorithmic-level cognitive capacity.

Figure 2.2 represents the classification of individual differences in the 

tripartite view. The broken horizontal line represents the location of the 

key distinction in older, dual-process views. Figure 2.2 identifies variation 

in fluid intelligence (Gf) with individual differences in the efficiency of pro-

cessing of the algorithmic mind. We have argued previously that individual 

differences in fluid intelligence are a key indicator of the variability across 

individuals in the ability to override and sustain decoupling operations. 

In contrast, the reflective mind is identified with individual differences in 

thinking dispositions related to beliefs and goals.

The Tripartite Model and Why Rationality Is a More Encompassing  

Construct Than Intelligence

Figure 2.2 highlights an important sense in which rationality is a more 

encompassing construct than intelligence. As previously discussed, to 

be rational, a person must have well-calibrated beliefs and must act 
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appropriately on those beliefs to achieve goals—both properties of the 

reflective mind. The person must also, of course, have the algorithmic-level 

machinery that enables him or her to carry out the actions and to pro-

cess the environment in a way that enables the correct beliefs to be fixed 

and the correct actions to be taken. Thus, individual differences in ratio-

nal thought and action can arise because of individual differences in fluid 

intelligence (the algorithmic mind) or because of individual differences in 

thinking dispositions (the reflective mind).

To put it simply, the concept of rationality encompasses two things 

(thinking dispositions and algorithmic-level capacity), whereas the con-

cept of intelligence—at least as it is commonly operationalized—is largely 

confined to algorithmic-level capacity. Intelligence tests do not attempt 

to measure aspects of epistemic or instrumental rationality, nor do they 

examine any thinking dispositions that relate to rationality. It is clear from 

figure 2.2 why rationality and intelligence can become dissociated. Rational 

thinking depends on our thinking dispositions as well as on our algorith-

mic efficiency. Thus, as long as variation in thinking dispositions is not 

perfectly correlated with variation in fluid intelligence, there is a statistical 

possibility that rationality and intelligence will diverge. 

In fact, substantial empirical evidence indicates that individual differ-

ences in thinking dispositions and intelligence are far from perfectly cor-

related. Studies (e.g., Ackerman & Heggestad, 1997; Cacioppo et al., 1996; 

Kanazawa, 2004; Zeidner & Matthews, 2000) have indicated that measures 

of intelligence display only moderate to weak correlations (usually less than 

0.30) with some thinking dispositions (e.g., actively open-minded think-

ing, need for cognition) and near zero correlations with others (e.g., con-

scientiousness, curiosity, diligence). Other important evidence supports the 

conceptual distinction made here between algorithmic cognitive capacity 

and thinking dispositions. For example, across a variety of tasks from the 

heuristics and biases literature, it has consistently been found that rational 

thinking dispositions will predict variance after the effects of general intel-

ligence have been controlled (Bruine de Bruin, Parker, & Fischhoff, 2007; 

Finucane & Gullion, 2010; Klaczynski & Lavallee, 2005; Kokis et al., 2002; 

Macpherson & Stanovich, 2007; Parker & Fischhoff, 2005; Stanovich & 

West, 1997, 1998c; Toplak et al., 2007; Toplak & Stanovich, 2002; Toplak, 

West, & Stanovich, 2011, 2014a, 2014b).
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There is one particularly important point to understand about thinking 

dispositions that will be important for how they are represented in our 

rational thinking assessment device (the CART—Comprehensive Assess-

ment of Rational Thinking). It is that the thinking dispositions of the reflec-

tive mind are the psychological mechanisms that underlie rational thought. 

Maximizing these dispositions is not the criterion of rational thought itself. 

Rationality involves instead the maximization of goal achievement via 

judicious decision making and optimizing the fit of belief to evidence. The 

thinking dispositions of the reflective mind are a means to these ends of 

achieving our goals. Certainly, high levels of such commonly studied dis-

positions as deliberativeness and belief flexibility are needed for rational 

thought and action. But this does not necessarily mean that the maximal 

levels are optimal. Rather, there must be a balance. One does not maximize 

the deliberativeness dimension, for example, because such a person might 

get lost in interminable pondering and never make a decision. Likewise, 

one does not maximize the thinking disposition of belief flexibility either, 

because such a person might end up with a pathologically unstable person-

ality. Deliberativeness and belief flexibility are “good” cognitive styles, in 

that most people are not high enough on these dimensions, so that “more” 

would be better (Baron, 1985, 2008). However, they are not meant to be 

maximized. For this reason (and others—see chapter 11) thinking disposi-

tion subscales are supplemental measures in the CART and not treated as 

direct measures of rational thinking themselves.

The Fleshed-Out Tripartite Model

Figure 2.3 illustrates more completely the functions of the various levels of 

cognition and how they control each other. There, it is clear that the over-

ride capacity itself is a property of the algorithmic mind, indicated by the 

arrow labeled A. However, previous dual-process theories have tended to 

ignore the higher-level cognitive operation that initiates the override func-

tion in the first place. This initiation of the override function is a disposi-

tional property of the reflective mind that is related to rationality. In the 

model in figure 2.3, it corresponds to arrow B, which represents the instruc-

tion to the algorithmic mind to override the Type 1 response by taking it 

offline. This is a different mental function from the override function itself 
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(arrow A), and the evidence cited above indicates that the two functions are 

indexed by different types of individual differences.

The override function has loomed so large in dual-process theory that 

it has somewhat overshadowed the simulation process—the process that 

computes the alternative responses that makes the override worthwhile. 

Thus, figure 2.3 explicitly represents the simulation function as well as 

the fact that the instruction to initiate simulation originates in the reflec-

tive mind. The decoupling operation (indicated by arrow C)—the process 

of separating simulations of reality from reality itself—is also carried out 

by the algorithmic mind. But again, the instruction to initiate simulation 

(indicated by arrow D) is carried out by the reflective mind. Two different 

types of individual differences are associated with the initiation call and the 

decoupling operator—specifically, thinking dispositions with the initiation, 

and fluid intelligence with the decoupling itself. Also represented is the fact 

that the higher levels of control receive inputs from the autonomous mind 

(arrow G) via “preattentive processes” (Evans, 2006, 2009).

The arrows labeled E and F reflect the decoupling and higher-level con-

trol of a kind of Type 2 processing (serial associative cognition) that does 

not involve fully explicit cognitive simulation (see Stanovich, 2011). There 

Figure 2.3
A more complete model of the tripartite structure of the mind.
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are types of slow, serial cognition that do not involve simulating alterna-

tive worlds and exploring them exhaustively. Their existence points to an 

important fact: All hypothetical thinking involves Type 2 processing (Evans 

& Over, 2004), but not all Type 2 processing involves hypothetical think-

ing. Serial associative cognition represents this latter category.

Recall that the category of Type 1 processes is composed of: affective 

responses; previously learned responses that have been practiced to auto-

maticity; conditioned responses; and adaptive modules that have been 

shaped by our evolutionary history. These cover many situations indeed, 

but modern life still creates many problems for which none of these mecha-

nisms is suited. That is why the laboratory tasks of modern cognitive psy-

chology are, contrary to what many of their detractors claim, actually good 

proxies for the reasoning novelties of the modern world (Stanovich, 2004).

Consider Wason’s (1966) four-card selection task, which has generated a 

vast literature (e.g., Evans, 2014; Evans, Newstead, & Byrne, 1993; Stanov-

ich, 1999; Stanovich & West, 1998a). It remains an excellent context for 

demonstrating the difference between serial associative cognition and an 

exhaustive exploration of alternative worlds via cognitive simulation. The 

abstract version of the problem is often presented as follows. Consider four 

cards lying on a table. Each one of the cards has a letter on one side and a 

number on the other side. Here is a rule: “If a card has a vowel on its let-

ter side, then it has an even number on its number side.” Two of the cards 

are letter-side up, and two of the cards are number-side up. Your task is to 

decide which card or cards must be turned over in order to find out whether 

the rule is true or false. Indicate which cards must be turned over. The four 

cards confronting the subject have the stimuli K, A, 8, and 5 showing.

The correct answer is A and 5, the only two cards that could show the 

rule to be false. However, the majority of subjects incorrectly answer A and 

8, showing a so-called matching bias. Evans (2006) has pointed out that 

the previous emphasis on the matching bias (Evans, 1972, 1998; Evans & 

Lynch, 1973) might have led some investigators to infer that higher-level 

Type 2 processing is not occurring in the task. However, Evans (2006) pres-

ents evidence that Type 2 processing is occurring during the task—even in 

the majority of subjects who do not give the normatively correct response 

(A and 5) but instead give the A and 8 response.

First, in discussing the card inspection paradigm (Evans, 1996) that he 

pioneered (see also Lucas & Ball, 2005; Roberts & Newton, 2001), Evans 
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(2006) notes that although subjects look disproportionately at the cards 

they will choose (the finding leading to the inference that autonomous 

Type 1 processes were determining the responses), the lengthy amount 

of time they spend on those cards suggests that analytic Type 2-thought 

is occurring (if only to generate justification for the automatically trig-

gered choices). Second, in verbal protocol studies, subjects can justify their 

responses (indeed, can justify any set of responses they are told are correct; 

see Evans & Wason, 1976) with analytic arguments—arguments that some-

times refer to the hidden side of cards chosen.

Our position is that Evans (2006) is correct that Type 2 cognition is 

occurring in the task, but it is not full-blown cognitive simulation of alter-

native world models. It is Type 2 processing of a shallower type. When 

think-aloud protocols are analyzed, it has seemed that most subjects are 

engaging in some slow, serial processing, but of a type that was simply 

incomplete. A typical protocol from a subject might go something like this: 

“Well, let’s see, I’d turn the A to see if there is an even number on the back. 

Then I’d turn the 8 to make sure a vowel is on the back.” Then the subject 

stops. Several things are apparent here. First, it makes sense that subjects are 

engaging in some kind of Type 2 processing. Most Type 1 processes would 

be of no help on this problem. Affective processing is not engaged, so pro-

cesses of emotional regulation are no help. Unless the subject is a philoso-

phy major, he or she has no highly practiced procedures (logic) that have 

become automatized that would be of any help. Finally, the problem is 

evolutionarily unprecedented, so no Darwinian modules would be helpful.

The subject is left to rely on Type 2 processing, but the processing is 

seriously incomplete in the example given. The subject has relied on serial 

associative cognition rather than exhaustive simulation of an alternative 

world—a world that includes situations in which the rule is false. The sub-

ject has not constructed the false case—a vowel with an odd number on 

the back. Nor has the subject gone systematically through the cards ask-

ing the question of whether that card could be a vowel/odd combination. 

Answer: K (no), A(yes), 8(no), 5(yes). Such a procedure yields the correct 

choice of A and 5. Instead, the subject with this protocol started from the 

model given—the rule as true—and then just worked through implications 

of what would be expected if the rule were true. A fully simulated world 

with all the possibilities—including the possibility of a false rule—was 

never constructed. The fact that the subject refers to hidden sides of the 
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cards does not mean that any alternative model of the situation has been 

constructed beyond what was given by the experimenter and the subject’s 

own assumption that the rule is true.

Thus, the kind of Type 2 processing that is occurring in this task is not 

full-blown cognitive simulation of alternative world models. It is thinking 

of a shallower type—cognition that is inflexibly locked into an associative 

mode that takes as its starting point a model of the world that is given to 

the subject. Serial associative cognition is not rapid and parallel in the man-

ner of the systems contained in the autonomous mind, but it is nonetheless 

rather inflexibly locked into an associative mode that takes as its starting 

point the model of the world that is most easy to construct. In the selection 

task, subjects reason from a single focal model—systematically generating 

associations from this focal model but never constructing another model of 

the situation. In our model of cognitive architecture, this is what we term 

“serial associative cognition with a focal bias.”

Serial Associative Cognition as Miserly Processing

One way to contextualize the idea of focal bias is as the second stage in 

a framework for thinking about human information processing that we 

will discuss repeatedly in this book and extensively in chapter 3—the idea 

of humans as cognitive misers. People are cognitive misers because their 

basic tendency is to default to processing mechanisms of low computa-

tional expense. Humorously, Hull (2001) has said that “the rule that human 

beings seem to follow is to engage the brain only when all else fails—and 

usually not even then” (p. 37). More seriously, Richerson and Boyd (2005) 

have put the same point in terms of its origins in evolution: “In effect, all 

animals are under stringent selection pressure to be as stupid as they can 

get away with” (p. 135).

There are in fact two aspects of cognitive miserliness. Dual-process the-

ory has heretofore highlighted only Rule 1 of the cognitive miser: Default 

to Type 1 processing whenever possible. But defaulting to Type 1 process-

ing is not always possible—particularly in novel situations where there are 

no stimuli available to signal domain-specific evolutionary modules, nor 

perhaps any information with which to run overlearned and well-compiled 

procedures that the autonomous mind has acquired through practice. Type 

2 processing procedures will be necessary in such cases, but a cognitive 
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miser default is operating even there. Rule 2 of the cognitive miser is: When 

Type 2 processing is necessary, default to serial associative cognition with a 

focal bias (not fully decoupled cognitive simulation).

The notion of a focal bias conjoins several closely related ideas in 

the literature—Evans, Over, and Handley’s (2003) singularity principle; 

Johnson-Laird’s (1999, 2005, 2006) principle of truth; Kahneman’s (2011) 

WYSIATI tendency (what you see is all there is); focusing (Legrenzi, Girotto, 

& Johnson-Laird, 1993); the effect/effort issues discussed by Sperber, Cara, 

and Girotto (1995); the metacognitive myopia of Fiedler (2012); and finally, 

the focalism (Wilson, Wheatley, Meyers, Gilbert, & Axsom, 2000) and belief 

acceptance (Gilbert, 1991) issues that have been prominent in the social 

psychological literature. Focal bias combines all of these tendencies into the 

basic idea that the information processor is strongly disposed to deal with 

only the most easily constructed cognitive model.

As a result, the focal model that will dominate processing—the only 

model that serial associative cognition deals with—is the most easily con-

structed model. The focal model tends to represent only one state of affairs 

(the Evans et al., 2003, singularity idea); it accepts what is directly presented 

and models what is presented as true (e.g., Gilbert, 1991; Johnson-Laird, 

1999); it is a model that minimizes effort (Sperber et al., 1995); it ignores 

moderating factors (as the social psychological literature has demonstrated, 

e.g., Wilson et al., 2000)—probably because taking account of those fac-

tors would necessitate modeling several alternative worlds, and this is just 

what focal processing allows us to avoid. And finally, given the voluminous 

literature in cognitive science on belief bias and the informal reasoning lit-

erature on myside bias, the easiest models to represent clearly appear to be 

those closest to what a person already believes and has modeled previously 

(e.g., Evans, 2002, 2014; Stanovich, West, & Toplak, 2013).

Thus, serial associative cognition is defined by its reliance on a single 

focal model that triggers all subsequent thought. Framing effects, for 

instance, are a clear example of serial associative cognition with a focal bias. 

As Kahneman (2003) notes, “The basic principle of framing is the passive 

acceptance of the formulation given” (p. 703). The frame presented to the 

subject is taken as focal, and all subsequent thought derives from it rather 

than from alternative framings because the latter would necessitate more 

computationally expensive simulation operations. 
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Having introduced the idea of serial associative cognition, we can now 

return to figure 2.3 and identify a third function of the reflective mind—

initiating an interrupt of serial associative cognition (arrow F). This inter-

rupt signal alters the next step in a serial associative sequence that would 

otherwise direct thought. This interrupt signal might stop serial associative 

cognition altogether in order to initiate a comprehensive simulation (arrow 

C). Alternatively, it might start a new serial associative chain (arrow E) from 

a different starting point by altering the temporary focal model that is the 

source of a current associative chain.

The Importance of Knowledge Structures (Mindware)

One aspect of dual-process theory that has been relatively neglected is that 

successful Type 2 override operations require both procedural and declara-

tive knowledge. Although taking the Type 1 response priming offline might 

itself be procedural, the process of synthesizing an alternative response 

often utilizes stored knowledge of various types. During the simulation pro-

cess, declarative knowledge and strategic rules (linguistically coded strate-

gies) are used to transform a decoupled representation.

The knowledge, rules, procedures, and strategies that can be retrieved 

and used to transform decoupled representations have been referred to as 

“mindware,” a term coined by David Perkins in a 1995 book (Clark, 2001, 

uses the term in a slightly different way from Perkins’s original coinage). 

The mindware available for use during cognitive simulation is, in part, the 

product of past learning experiences. This means that individuals will differ 

in their abilities to simulate better alternatives to a Type 1 response based 

on variation in their available mindware.

In fact, each of the levels in the tripartite model has to access knowledge 

to carry out its operations. One’s reflective mind accesses not only one’s 

general knowledge structures but, importantly, one’s opinions, beliefs, and 

reflectively acquired goal structure (considered preferences; see Gauthier, 

1986). One’s algorithmic mind accesses micro-strategies for cognitive oper-

ations and production system rules for sequencing behaviors and thoughts. 

Finally, one’s autonomous mind not only accesses evolutionarily compiled 

encapsulated knowledge bases, but also retrieves information that has 

become tightly compiled and automatically activated as a result of over-

learning and practice. Of course, the knowledge bases we have mentioned 
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are those that are unique to each mind. Algorithmic- and reflective-level 

processes also receive inputs from the computations of the autonomous 

mind (see the G arrows in figure 2.3, which indicate the influence of preat-

tentive processes).

Because the CHC theory of intelligence is one of the most comprehen-

sively validated theories of intelligence available, it is important to see how 

two of its major components miss critical aspects of rational thought. Fluid 

intelligence will, of course, have some relation to rationality because it indi-

cates the computational power of the algorithmic mind to sustain decou-

pling. Because override and simulation are important for rational thought, 

Gf will definitely facilitate rational action in some situations. Neverthe-

less, the tendency to initiate override (arrow B in figure 2.3) and to initiate 

simulation activities (arrow D in figure 2.3) are both aspects of the reflective 

mind not assessed by intelligence tests, so the tests will miss these compo-

nents of rationality. Such propensities are instead indexed by measures of 

typical performance (cognitive styles and thinking dispositions) as opposed 

to measures of maximal performance such as IQ tests.

The situation with respect to Gc is a little different. Rational thought 

depends critically on the acquisition of certain types of knowledge. That 

knowledge would, in the abstract, be classified as crystallized intelligence. 

But is it the kind of crystallized knowledge that is assessed on actual tests 

of intelligence? The answer is “no.” The knowledge structures that support 

rational thought are specialized. They cluster in the domains of probabi-

listic reasoning, causal reasoning, and scientific reasoning, as will be clear 

in subsequent chapters where we introduce the components of the CART. 

In contrast, the crystallized knowledge assessed on IQ tests is deliberately 

designed to be nonspecialized. The designers of the tests, to ensure that 

the sampling of vocabulary and knowledge is fair and unbiased, explicitly 

attempt to broadly sample vocabulary, verbal comprehension domains, and 

general knowledge. In short, Gc, as traditionally measured, does not assess 

individual differences in rationality.

The Behavioral Tendencies and Knowledge Bases That Support  

Rationality Are Based in All Minds

It may have seemed from our discussion so far that only the algorithmic and 

reflective minds are implicated in rational thought. Such an interpretation 
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would be mistaken. In fact, the autonomous mind, as well as the algorith-

mic and reflective minds, often operates to support rational thought. There 

is one particular way that the autonomous mind supports rationality that 

we would like to emphasize. It is the point mentioned in the previous sec-

tion, that the autonomous mind contains rational rules and normative 

strategies that have been tightly compiled and that are automatically acti-

vated as a result of overlearning and practice. This means that, for some 

people, in some instances, the normative response emanates directly from 

the autonomous mind rather than from the more costly Type 2 process of 

simulation.

Figure 2.4 illustrates more clearly the point we wish to make here. This 

figure has been simplified by the removal of all the arrow labels and the 

removal of the boxes representing serial associative cognition, as well as 

some response boxes. The type of accessing of mindware that is most dis-

cussed in the literature is represented in the upper right. In the case rep-

resented there, a nonnormative response from the autonomous mind has 

been interrupted and the computationally taxing process of simulating an 

Figure 2.4
A simplified model showing both automatized mindware and mindware accessible 

during simulation.

Simulation

Response

Reflective
mind

Algorithmic
mind

Autonomous
mind

Mindware practiced
to automaticity

Mindware accessible 
only during simulation
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alternative response is underway. That simulation involves the computa-

tionally expensive process of accessing mindware for the simulation.

In contrast to this type of normative mindware access, indicated in 

the lower left of the figure is a qualitatively different way that mindware 

can determine the normative response. The figure indicates the point we 

stressed earlier, that within the autonomous mind can reside normative 

rules and rational strategies that have been practiced to automaticity and 

that can automatically compete with (and often immediately defeat) any 

alternative nonnormative response that is also stored in the autonomous 

mind. So, as should be clear from figure 2.4, it does not follow from the 

output of a normative response that System 2 was necessarily the genesis 

of the rational responding. Neither does it necessarily follow (as has been 

wrongly inferred in much recent research on dual-process theory) that a 

rapid response should necessarily be an incorrect one. The main purpose 

of figure 2.4 is to concretize the idea that the normative mindware of ratio-

nal responding is not exclusively retrieved during simulation activities, but 

can become implicated in performance directly and automatically from the 

autonomous mind if it has been practiced enough. As we will see in chap-

ter 3, this complicates the interpretation of performance on heuristics and 

biases tasks in a dual-process context.

Our Model of Cognitive Architecture, Rationality, and Subsequent 

Chapters

The cognitive architecture that we have outlined is far from complete, but 

it is detailed enough to serve as a general framework for presenting our 

Comprehensive Assessment of Rational Thinking (CART). Stanovich (2011) 

discusses more detailed empirical evidence than we have presented here, 

particularly evidence regarding the separability of the algorithmic mind 

from the reflective mind. The present model provides enough of a frame-

work for us to contextualize and classify heuristics and biases tasks in sub-

sequent chapters.

The classification of those tasks that begins in chapter 3 derives from 

the fact that, according to the model just presented, rationality requires 

three mental characteristics. First, the reflective mind must be character-

ized by the tendency to initiate the override of suboptimal responses gen-

erated by the autonomous mind and to initiate simulation activities that 
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will result in a better response. Second, algorithmic-level cognitive capacity 

(Gf) is needed for override and sustained simulation activities. Finally, the 

mindware that allows the computation of rational responses needs to be 

available and accessible during simulation activities or be accessible from 

the autonomous mind (see figure 2.4) because it has been highly practiced. 

Intelligence tests primarily assess only the second of these three character-

istics that determine rational thought and action. This is why rationality 

requires more than just intelligence.

In chapter 3 we will unpack the logic of heuristics and biases tasks, show-

ing how they are quite multifarious but nevertheless fall along some defin-

able dimensions. We will describe the various dimensions of heuristics and 

biases tasks that allow us to develop a taxonomy of the types of cognitive 

errors that are made on such tasks. In chapter 4, we use that taxonomy of 

errors to define a positive framework for assessing rational thinking. We 

identify in that chapter the panoply of task types that make up the CART. 

In chapters 5 through 11 we will take up in turn each of the tasks that are 

used to operationalize rational thinking in our assessment device.



3  Overcoming Miserly Processing: Detection, Override, 
and Mindware
Chapter  3
Overcoming  Miserly  Processing

Heuristics and biases tasks were designed for human brains, not animal 

brains. What we mean by this is that heuristics and biases tasks were 

designed for brains that could at least potentially experience conscious 

conflict. This is why Kahneman (2000) stressed that “Tversky and I always 

thought of the heuristics and biases approach as a two-process theory” (p. 

682). All multiple-process models of mind, including dual-process theories 

(Evans & Stanovich, 2013), capture a phenomenal aspect of human decision 

making that is profoundly important—that humans often feel alienated 

from their choices. We display what both folk psychology and philosophers 

term “weakness of will.” For example, we continue to smoke even when 

we know that it is a harmful habit; or we order dessert after a large meal, 

merely an hour after pledging to ourselves that we would not. However, we 

also display alienation from our responses in situations that do not involve 

weakness of will—we may, for example, find ourselves recoiling from the 

sight of a disfigured person even after a lifetime of dedication to inclusion 

and social harmony.

This feeling of alienation, although emotionally discomfiting when 

it occurs, is actually a reflection of a unique aspect of human cognition, 

namely, the use of the metarepresentational abilities of Type 2 processing 

to enable a cognitive critique of our beliefs and our desires. Humans alone 

appear to be able to represent a model of an idealized (i.e., hypothesized) 

preference structure, while still maintaining a first-order model of current 

response tendencies.

Another way to put this would be to say that heuristics and biases were 

designed for Popperian and Gregorian creatures, not Darwinian and Skin-

nerian ones. Here, we are referring again to the terminology from Den-

nett’s (1996) short but provocative book Kinds of Minds, which describes 
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the overlapping short-leashed and long-leashed strategies embodied in our 

brains by labeling them as different “minds.” These minds are all lodged 

within the same brain in the case of humans, and are all operating simulta-

neously to solve problems. The minds reflect increasingly powerful mecha-

nisms for predicting the future world. The Darwinian mind uses prewired 

reflexes (metaphorically, “Do this when x happens because it is best”). The 

Skinnerian mind uses operant conditioning to shape itself to an unpredict-

able environment. The Popperian mind (after the philosopher Karl Pop-

per) can represent possibilities and test them internally before responding 

(this is the metarepresentational System 2 of dual-process theory). The Gre-

gorian mind (after the psychologist Richard Gregory) exploits the mental 

tools discovered by others to aid in the pretesting of responses. As discussed 

in the previous chapter, the computational power available to sustain the 

serial simulation of the Popperian mind is indexed by fluid intelligence 

in the CHC model of intelligence, whereas the power of the cultural tools 

(knowledge) used during serial simulation—the Gregorian mind, in Den-

nett’s model—is in part indexed by differences in crystallized intelligence 

in the CHC model.

When we say that heuristics and biases tasks were designed for organ-

isms with Popperian and Gregorian minds (humans), we do not mean that 

rationality cannot be assessed in nonhuman animals. To the contrary, the 

axiomatic approach to rationality assessment we described in chapter 1 

allows the rationality of nonhuman animals to be assessed as well as that 

of humans, because it defines instrumental rationality as adherence to cer-

tain types of consistency and coherence relationships (see Kacelnik, 2006; 

Luce & Raiffa, 1957; Savage, 1954). In fact, many animals appear to have 

a reasonable degree of instrumental rationality; research has established 

that the behavior of many nonhuman animals does in fact follow pretty 

closely the axioms of rational choice (Alcock, 2005; Binmore, 2009; Dukas, 

1998; Fantino & Stolarz-Fantino, 2005; Hurley & Nudds, 2006; Real, 1991; 

Schuck-Paim & Kacelnik, 2002; Schuck-Paim, Pompilio, & Kacelnik, 2004).

The adaptively shaped behavior of nonhuman animals can, in theory, 

deviate from the axioms of rational choice because it is possible for the 

optimization of fitness at the genetic level to dissociate from optimiza-

tion at the level of the organism (Barkow, 1989; Dawkins, 1982; Houston, 

1997; Marcus, 2008; Over, 2002; Skyrms, 1996; Stanovich, 2004; Waksberg, 

Smith, & Burd, 2009). Although such deviations do occur in the animal 
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world (Bateson, Healy, & Hurly, 2002, 2003), it is nonetheless true that, as 

Satz and Ferejohn (1994) have noted, “pigeons do reasonably well in con-

forming to the axioms of rational-choice theory” (p. 77).

So although the assessment of nonhuman rationality is possible, 

the really interesting issues of rationality arise when we have an organ-

ism with Popperian and Gregorian minds riding on top of the lower-

level minds. Such a situation raises the possibility that the Gregorian/

Popperian minds might synthesize a better solution to some problem than 

the Skinnerian/Darwinian minds. In such a situation (the situation that 

spawns dual-process conceptualizations), assessing which of the minds 

wins out becomes of immense interest (and diagnostic of degrees of ratio-

nality). It is just this situation that heuristics and biases tasks put under 

the microscope. These tasks, interpreted within a dual-process framework 

(Kahneman, 2011), end up being diagnostic of the dominance of Type 1 

versus Type 2 processing.

Two contextualizing points are necessary here in light of the purpose for 

which we are using these methods and ideas: to operationalize the concept 

of rational thinking so that we might assess individual differences. First, 

our model of rationality stipulates that issues of rationality are assessed at 

a personal level, not a subpersonal one (Bermudez, 2001; Frankish, 2009). 

A memory system in the human brain is not rational or irrational—it is 

merely efficient or inefficient (or of high or low capacity). Thus, subpro-

cesses of the brain do not display rational or irrational properties per se. 

Rationality concerns the actions of an entity in its environment that serve 

that entity’s goals. We of course could extrapolate the notion of environ-

ment to include the interior of the brain itself and then talk of a submodule 

that chose strategies rationally or not. But this move creates two problems. 

First, what are the goals of this subpersonal entity—what are its interests 

that its rationality is trying to serve? This is unclear in the case of a subper-

sonal entity (see Stanovich, 2004). Second, such a move regresses all the 

way down. We would need to talk of a neuron’s firing as either rational or 

irrational—a semantic stretch that seems deeply wrong. As Oaksford and 

Chater (1998) put it, “The fact that a model is optimizing something does 

not mean that the model is a rational model. Optimality is not the same 

as rationality. … Stomachs may be well or poorly adapted to their function 

(digestion), but they have no beliefs, desires or knowledge, and hence the 

question of their rationality does not arise” (pp. 4, 5).
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The second important contextualizing point to emphasize here is that 

it is wrong to strictly equate Type 2 processing with normatively correct 

responding and Type 1 processing with normatively incorrect responding 

(Evans & Stanovich, 2013). It is possible for a situation to trigger a Type 

1 response that is normatively correct and a Type 2 response that is nor-

matively incorrect (as when Type 2 processes are applying contaminated 

mindware; see the discussion later in this chapter). The claim that most 

dual-process theorists make is that the converse situation—Type 1 process-

ing priming a normatively incorrect response and Type 2 processing over-

riding with the correct response—is statistically more likely. Additionally, 

as Evans and Stanovich (2013) have pointed out, some tasks (both in the 

laboratory and in real life) require Type 2 processing for their solution.

Our point here illustrates why we prefer the Type 1/Type 2 terminol-

ogy rather than some other popular terms in the literature. For example, 

Epstein’s (1994) terminology (experiential system and rational system) mis-

takenly implies that Type 2 processing always yields a response that is nor-

matively rational (and perhaps pragmatically that the experiential system 

does not). Gibbard’s (1990) labeling of Type 2 processing as emanating from 

a “normative control system” mistakenly implies the same thing (that Type 

2 processing is always normative), as does Klein’s (1998) labeling of Type 2 

strategies as “rational choice strategies.” As we said before, rationality is an 

organismic-level concept and should never be used to label a subpersonal 

process. Rather, Type 2 and Type 1 processing both contribute to an overt 

response that may be assessed in terms of degrees of rationality.

The Logic of Heuristics and Biases Tasks

So if we were only System 1 organisms, we would not need heuristics and 

biases tasks to assess our capabilities. Or, if we were Popperian organisms, 

but Type 1 processing always yielded the correct response, then we would 

not need heuristics and biases tasks for assessment either.1 Heuristics and 

biases tasks are for Popperian organisms in hostile environments where 

Type 1 processing will sometimes produce important errors.

As discussed in chapter 2, for a person who defaults often to Type 1 

processing, environments can be either benign or hostile. A benign envi-

ronment is an environment that contains useful cues that, via practice or 

evolutionary history, have been well represented in Type 1 subsystems. 
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Additionally, for an environment to be classified as benign, it must not 

contain other individuals who will adjust their behavior to exploit those 

relying only on Type 1 processing. We would argue (Stanovich, 2004; Sta-

novich & West, 2000) that the modern world is somewhat hostile to Type 1 

processing in critical ways (advertising, for example), thus making it impor-

tant to assess rational thinking tendencies via the logic of heuristics and 

biases tasks.

It is also appropriate here to emphasize another way in which intelli-

gence tests fail to tap important aspects of rational thinking. The novice 

reader might have thought at this point that it seems that intelligence tests 

clearly measure Type 2 reasoning—that is, conscious, serial simulation of 

imaginary worlds in order to solve problems. This is all true, but there is a 

critical difference. Intelligence tests contain salient warnings that Type 2 

reasoning is necessary. It is clear to someone taking an intelligence test that 

fast, automatic, intuitive processing will not lead to superior performance. 

Most tests of rational thinking do not strongly cue the subject in this man-

ner. Instead, many heuristics and biases tasks suggest a compelling intuitive 

response that happens to be wrong. In heuristics and biases tasks, unlike 

in intelligence tests, the subject must detect the inadequacy of the Type 1 

response and then must use Type 2 processing to both suppress the Type 1 

response and to simulate a better alternative.

With these clarifications in mind, let us revisit the three mental charac-

teristics required for rational thinking that we discussed in chapter 2 (see 

also Stanovich & West, 2008b), and see how they are reflected in discus-

sions of heuristics and biases tasks. First, the necessity of overriding Type 

1 processing must be detected; the subject must be able to detect a conflict 

between his or her intuitive response to a problem and the response dic-

tated by learned normative rules. Second, the mindware that allows the 

computation of more rational responses needs to be available and acces-

sible during simulation activities. Third, algorithmic-level cognitive capac-

ity is needed so that override and simulation activities can be sustained.

The first characteristic—conflict detection—is gaining increased recogni-

tion in the literature (De Neys 2014; De Neys & Glumicic, 2008; Stanovich 

& West, 2008b; Thompson, 2009; Thompson & Johnson, 2014; Thompson 

& Morsanyi, 2012). The second (the importance of prelearned mindware) 

is still underappreciated in the literature. Likewise, the third mental ability 

(sustained cognitive decoupling) is also sometimes ignored. For example, 



44  Chapter 3

speculating on the reason for positive correlations between cognitive ability 

and normative responding on heuristics and biases tasks, Kahneman and 

Frederick (2002) argue that people with higher cognitive abilities “are more 

likely to possess the relevant logical rules and also to recognize the applica-

bility of these rules in particular situations” (p. 68).

The phrase “possess the relevant logical rules and also to recognize the 

applicability of these rules in particular situations” suggests two conditions 

(mindware and conflict detection) that have to be fulfilled for a Type 1 

response to be replaced by Type 2 processing. But the statement misses the 

third condition. Even after the necessity for override has been detected and 

the relevant mindware is available, the conflict has to be resolved. Resolv-

ing the conflict in favor of the normative response may require cognitive 

capacity, especially if cognitive decoupling must take place for a consid-

erable period of time. Cognitive decoupling is involved in inhibiting the 

intuitive response and also in simulating alternative responses (as discussed 

in chapter 2). Recent work on inhibition and executive functioning has 

indicated that such cognitive decoupling is very capacity demanding and 

that it is strongly related to individual differences in fluid intelligence. This 

is the third mental characteristic required for rational thinking—sustained 

cognitive decoupling. The failure of this component in a particular instance 

will be termed sustained override failure.

The Interdependence of Mindware, Conflict Detection, and Override

It is important to understand that the presence of mindware, detection of 

the need for override, and sustained override capability are not just three 

separate categories of cognitive requirements; rather, they are intertwined 

in important ways. Here we will consider several such dependencies, each 

of increasing complexity. First, if the relevant mindware is not available, 

the person must, of necessity, emit the response primed by Type 1 process-

ing systems. It is immaterial whether the person has the capacity to sustain 

override if the normatively appropriate response is simply not available. 

Conflict detection abilities will also not be assessed in such a situation, 

because the mindware necessary to generate a conflicting response is sim-

ply not present.

If the relevant mindware is in fact available, then the detection of con-

flict can be assessed. However, even if the relevant mindware is present, if 
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the subject detects no reason to override the intuitive response, then sus-

tained override capability will not come into play. In short, whether or not 

a given task (for a given person) assesses certain “downstream” capabilities 

(sustained override) depends on whether certain “upstream” capabilities 

(conflict detection, presence of mindware) are present for a given task.

Note in particular the trade-off-type relationship between the failure 

of override and the absence of mindware. Errors made by someone with 

well-learned mindware are more likely to be due to override failure than to 

mindware gaps. Conversely, override errors are less likely to be attributed to 

people with little, or poorly learned, mindware. Of course, the two catego-

ries trade off in a continuous manner with a fuzzy boundary between them. 

A well-learned rule not appropriately applied is a case of override failure. 

As the rule is less and less well instantiated, at some point it is so poorly 

compiled that it is not a candidate for retrieval in the override process and 

thus the override error becomes an error due to a mindware gap. In short, a 

process error has turned into a knowledge error.

The next couple of figures serve to illustrate the interdependence and 

complex relationships between mindware presence, conflict detection, 

and sustained override capability. Figure 3.1 is organized around a con-

tinuum reflecting how well the mindware in the relevant problem has been 

instantiated.2

At the far left of the continuum in figure 3.1, the mindware is totally 

absent. As the relevant mindware becomes practiced and stored in long-

term memory, it becomes available for retrieval by Type 2 processing. In 

the middle of the continuum (mindware learned but not automatized), the 

mindware must be retrieved by expensive Type 2 processing to aid in creat-

ing what might be called a computed response to compete with what might 

be called the intuitive response that is naturally emitted by System 1.

On the far right of the continuum (mindware automatized), the relevant 

mindware has been so overly practiced that it has entered System 1 and is 

triggered automatically and autonomously (like other Type 1 responses). 

This mindware is so overly practiced that it can often automatically trump 

the intuitive response from System 1 without needing to invoke a taxing 

Type-2 override procedure. In short, the far right of the continuum is the 

area where no sustained override is needed. The intuitive Type 1 response 

is automatically trumped by the more recently learned mindware that now 

is the dominant response. Subjects will almost always solve the problem 
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Figure 3.1
Processing states on the mindware continuum.

correctly while in this part of the continuum—when the normative mind-

ware is so well instantiated. This situation contrasts sharply with that on 

the far left of the continuum. Here, the mindware is so little practiced that 

no conflict detection will occur and the subject will always make an error 

because of a mindware gap. Override of the Type 1 response is not possible, 

because the mindware is not instantiated well enough for the reflective 

mind to detect the necessity for override.

The middle section of the figure represents the zone of conflict between 

System 1 priming an intuitive response and System 2 suppressing it while 

simulating a normative response. Here, whether the subject responds cor-

rectly or not will depend on the success of sustained override. This zone 

of System 1/System 2 conflict is defined by the area demarcated by thresh-

olds A and B on the mindware instantiation continuum. To the left of dot-

ted line A, the mindware is not well enough instantiated to be retrieved 
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from long-term memory during the simulation of a superior—that is, 

normative—response. To the right of dotted line A and to the left of dot-

ted line B, the mindware is instantiated enough for retrieval but not so 

fully automatized that it has entered System 1. This is the zone of poten-

tial conflict between System 1 priming an intuitive response and System 2 

computing an alternative normative response via decoupled simulation. To 

the right of dotted line B is the area discussed before, where an automatized 

normative response trumps the intuitive response.

It is important to note that figure 3.1 illustrates that the ease of conflict 

detection and the degree of mindware instantiation will be highly corre-

lated, if not substantially the same thing (or at least difficult to separate). 

This will become an important theme in the final section of this chapter—

knowledge considerations and processing considerations are very difficult to sepa-

rate in many of the heuristics and biases tasks that involve conflict.

Figure 3.2 presents the logic of heuristics and biases tasks in even more 

detail. Here, the letters W through Z mark the criterion values on the mind-

ware continuum that help define five different processing states. Criterion 

W marks the place on the mindware instantiation continuum where con-

flicts become possible. To the left of this criterion, the mindware is so little 

established that it should be considered absent and hence no conflict detec-

tion is possible. Conflict detection—that is, the subject’s detection of a con-

flict between an intuitive response and learned normative rules—is possible 

to the right of criterion W. However, conflict is only actually detected by 

this particular subject on this particular task (see note 2 of this chapter) to 

the right of criterion X. This criterion creates an area (to the right of W and 

to the left of X) where the subject could make a computed response because 

the mindware is there for retrieval, but he or she detects no conflict and 

hence does not even attempt sustained override. This processing state rep-

resents what might be called a “detection error.”

Conflict detection is probable to the right of criterion X in figure 3.2, 

making override a possibility in that part of the graphic. Criterion Y demar-

cates successful from unsuccessful sustained override. To the left of criterion 

Y (and to the right of X) is the processing state that De Neys has explored 

in numerous studies (De Neys, 2006a, 2006b, 2014; De Neys & Franssens, 

2009; De Neys & Glumicic, 2008; De Neys, Moyens, & Vansteenwegen, 

2010; see also Thompson & Johnson, 2014). His research group has dem-

onstrated, with several heuristics and biases tasks, that various implicit 
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measures of performance (decision latencies, unannounced recall, brain 

activation, autonomic arousal) indicate that a subject sometimes detects 

conflict even in cases where he or she did not successfully carry out the 

override of Type 1 processing. In contrast, to the right of criterion Y and 

to the left of Z is the area of the mindware instantiation continuum where 

override is likely to be successful. Well-instantiated mindware makes detec-

tion of conflict easy and highly probable. Well-instantiated mindware also 

makes its sustained retrieval during the simulation process easy, leading to 

a high probability of successful override.

Finally, to the right of criterion Z is the processing state that we described 

before and illustrated in figure 3.1—where no processing override of the 

intuitive response is necessary because the normative mindware is instanti-

ated in System 1 and is the dominant response. To summarize, in figure 3.2: 

the area to the left of W denotes an error due to missing mindware; the area 

between W and X an error due to detection failure; between X and Y an 

error due to override failure; between Y and Z a correct response achieved 

by sustained override; and to the right of Z a correct response due to auto-

matic retrieval of the normative response from System 1. Moving from left 

to right in figure 3.2, the likelihood of deriving a correct response increases 

as the mindware becomes more automatized, conflict detection becomes 

easier, and override becomes easier as well. A novel contribution of figure 

3.2 is that of demonstrating how the cognitive failures (and successes) differ 

as we move along the continuum from left to right.

Toward a Taxonomy of Thinking Errors

With what has been presented so far, we can begin to sketch a taxonomy of 

thinking errors. We present the beginning of such a taxonomy in table 3.1.

Table 3.1
Types of reasoning errors

Miserly Processing Mindware Problems

Default to the 
autonomous 
mind

Failure of 
sustained 
override

Default to serial 
associative 
cognition with 
a focal bias

Mindware 
gaps

Contaminated 
mindware
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Building on our previous discussion, we differentiate processing prob-

lems from content/knowledge problems. Keep in mind the linkage dis-

cussed previously, though—less well-instantiated mindware makes override 

harder and defaulting to Type-1 processing more likely. Processing problems 

we generically call the “tendency toward miserly processing” and content/

knowledge problems we generically call “mindware problems.”

That humans are cognitive misers has been a major theme throughout 

the past forty years of research in psychology and cognitive science (see 

Dawes, 1976; Kahneman, 2011; Simon, 1955, 1956; Taylor, 1981; Tversky 

& Kahneman, 1974; for the evolutionary reasons why, see Stanovich, 2004, 

2009). When approaching any problem, our brains have available various 

computational mechanisms for dealing with the situation. These mecha-

nisms embody a trade-off, however (Tomlin et al., 2015), between power 

and expense. Some mechanisms have great computational power—they 

can solve a large number of novel problems. However, these mechanisms 

take up a great deal of attention, tend to be slow, tend to interfere with 

other thoughts and actions we are carrying out, and they require great con-

centration that is often experienced as aversive (Kahneman, 1973; Kurz-

ban, Duckworth, Kable, & Myers, 2013; Navon, 1989; Westbrook & Braver, 

2015).

Humans are cognitive misers because their basic tendency is to default 

to processing mechanisms of low computational expense. These are often 

Type 1 processes, but not always. Sometimes more than one Type 2 process-

ing mode is available (e.g., simulation or serial associative cognition), and 

the miserly choice here is again to choose the one of less computational 

expense (serial associative cognition).3 Table 3.1 identifies three types of 

miserly processing, two of which we have discussed previously. The first is 

the tendency to default to the response options primed by the autonomous 

mind. It represents the shallowest kind of thinking error, because no Type 

2 processing is done at all. It occurs when mindware is present for a norma-

tive response, but the necessity for override is not detected.

Note that in the dual-process literature, this type of processing default 

has sometimes been termed a “failure to override.” That is, some previous 

theorists have collapsed two areas in figure 3.2 that we differentiate (the 

two areas demarcated by criterion X). However, in the taxonomy we are 

presenting here, for something to be considered a sustained override fail-

ure, Type 2 processing must lose out to Type 1 processing in a conflict of 
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discrepant outputs. If Type 2 processing is not engaged at all, then it is not 

considered an override failure in our view.

In fact, the early heuristics and biases researchers were clearer on this 

point than many later dual-process theorists. The distinction between 

impressions and judgments in the early heuristics and biases work (for a 

discussion, see Kahneman, 2003; Kahneman & Frederick, 2002, 2005) made 

it clearer that nonnormative responses often result not from a Type 2/Type 

1 struggle, but from intuitive impressions that are left uncorrected by the 

rules and strategies that Type 2 processing can recruit. Kahneman (2011) 

was especially clear on this point in his landmark book surveying the entire 

decades-long heuristics and biases tradition.

Some previous authors may have been taking a more phenotypic 

approach to their terminology. That is, they fused together situations where 

the subject simply defaults to Type 1 processing with those in which the 

subject attempts to override Type 1 processing but fails. In both of these 

cases, the subject makes an error, so many authors have lumped these situ-

ations together. However, we prefer to mark the different underlying rea-

sons why the error was made, so we do separate these categories in our 

taxonomy. The second category from the left in table 3.1 represents, in our 

view, true override failure. It represents a less miserly tendency than simple 

default to the autonomous mind. Inhibitory Type 2 processes try to take the 

Type 1 processing of the autonomous mind offline in these cases (and keep 

it offline until better responses are synthesized via hypothetical reasoning), 

but they fail. In override failure, cognitive decoupling does take place, but it 

fails to suppress the Type 1 processing of the autonomous mind.

Failure of sustained override in this taxonomy encompasses what folk 

theory would call problems of willpower (see Ainslie, 2001, 2005, for a 

nuanced discussion of the folk concept of willpower in light of modern 

cognitive science). Psychologists and economists often term these situa-

tions as reflecting problems of self-control (Baumeister & Vohs, 2003, 2007; 

Hofmann, Friese, & Strack, 2009; Loewenstein, Read, & Baumeister, 2003). 

However, this category comprises more than just willpower and self-control 

issues. Sloman (1996) points out that at least for some subjects, the Linda 

conjunction problem (described in chapter 5; see Tversky & Kahneman, 

1983) is the quintessential dual-process conflict. He quotes Stephen Gould’s 

introspection that “I know the [conjunction] is least probable, yet a little 

homunculus in my head continues to jump up and down, shouting at 
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me—‘but she can’t be a bank teller; read the description’” (Gould, 1991, p. 

469). For sophisticated subjects such as Gould, resolving the Linda problem 

clearly involves a Type 1/Type 2 processing conflict, and in his case a con-

junction error on the task would represent a true case of override failure. 

However, for the majority of subjects in this task, there may well be no 

conscious introspection going on—Type 2 processing is either not engaged 

or engaged so little that there is no awareness of a cognitive struggle. For 

such subjects, committing the conjunction error in the Linda problem rep-

resents a case of defaulting to the processing of the autonomous mind.

The third type of miserly processing represented in table 3.1 is to engage 

in serial associative cognition with a focal bias. This characteristic repre-

sents a tendency to overeconomize during Type 2 processing—specifically, 

to fail to engage in the full-blown simulation of alternative worlds or in 

fully disjunctive reasoning (Shafir, 1994; Toplak & Stanovich, 2002). Our 

discussion of the four-card selection task in chapter 2 provides an example. 

This category of error illustrates that not all miserly processing involves 

direct conflict detection.

The fourth category in table 3.1 is that of a mindware gap. It is repre-

sented in the far left areas in both figure 3.1 and figure 3.2. The subject 

responds with the intuitive response generated by System 1 and thus makes 

an error on the task. No issue of conflict detection or sustained override is 

relevant because the subject has not acquired the necessary mindware to an 

extent that would make conflict possible. Lacking knowledge in the areas 

of probabilistic reasoning, causal reasoning, logic, and scientific thinking 

could result in less rational thought or behavior because it is not available 

during simulation operations. This missing mindware has real-world impli-

cations. The study of pathological gambling behavior, for instance, has 

uncovered a lack of knowledge about probability and probabilistic events 

(Keren, 1994; Rogers, 1998; Toneatto, 1999; Toplak et al., 2007; Wagenaar, 

1988). Likewise, missing mindware in the area of personal finance results 

in problems of money management and economic life planning (Lusardi 

& Mitchell, 2014).

One category in table 3.1 that we have not yet discussed is contaminated 

mindware. So far, we have discussed only situations where subjects failed to 

make a normative response because certain helpful mindware was missing 

(i.e., there were mindware gaps). But the term “contaminated mindware” 

serves to remind us that some acquired mindware can be the direct cause 
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of actions that thwart our goals. This is why Evans and Stanovich (2013) 

reminded researchers that we cannot always equate Type 2 processing with 

rationality: sometimes Type 2 processing retrieves an alternative response 

that causes a less rational choice. In short, a subject may hold many spe-

cific clusters of misinformation that would make his or her behavior less 

rational. For example, the gambler’s fallacy and many of the other misun-

derstandings of probability that have been studied in the heuristics and 

biases literature would fit here (Nickerson, 2004; Roney & Trick, 2009; Xu 

& Harvey, 2014). Of course, the line between missing mindware and con-

taminated mindware gets fuzzy in some cases, and that may be especially 

true in the domain of probabilistic reasoning.

Examples of the Three Types of Miserly Processing

It might help at this point to see an example of each type of miserly pro-

cessing. The quintessential task for measuring the tendency to default to 

the autonomous mind because of failure to detect conflicting responses has 

become Frederick’s (2005) cognitive reflection test (CRT), and the quintes-

sential item from the test has become the bat-and-ball item: A bat and a ball 

cost $1.10 in total. The bat costs $1 more than the ball. How much does 

the ball cost?

When answering this problem, many people give the first response that 

comes to mind—10 cents—without thinking further and realizing that this 

cannot be right. The bat would then have to cost $1.10, and the total cost 

would then be $1.20 rather than the required $1.10. People often do not 

think deeply enough to realize their error, and they fail to check this math. 

These subjects certainly do not explicitly consider 5 cents as an alternative 

response, because the math is simple enough that its correctness would be 

immediately discerned. The subjects who miss this problem do not engage 

in an override process that fails—the right answer has not lost out in a cog-

nitive struggle. There was no struggle in the first place.4

The bat-and-ball item contrasts strongly with a common paradigm 

used to assess belief bias in syllogistic reasoning—pitting logic against the 

believability of the conclusion to see whether logic or believability will win  

the struggle to determine the response. When subjects fail this task, it usu-

ally indicates the failure of sustained override. Consider, for example, the 

well-known “rose” syllogism (Markovits & Nantel, 1989; Stanovich & West, 
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1998c): All flowers have petals; all roses have petals; therefore, all roses are 

flowers. This syllogism is invalid. Subjects must suppress the tendency to 

endorse a valid response because of the “naturalness” of the conclusion—

all roses are flowers. This response must be held in abeyance while reason-

ing procedures work through the partially overlapping set logic indicating 

that the conclusion does not necessarily follow and that the syllogism is 

thus invalid. The reasoning process may take several seconds of perhaps 

somewhat aversive concentration—seconds during which the urge to fore-

close the conflict by acceding to the natural tendency to affirm “All roses 

are flowers” (by responding “valid”) must be suppressed. The processing 

struggle described here represents a classic case of override failure. This is 

especially true given that the instructions to the task usually sensitize the 

participants to potential conflict (between argument validity and the truth 

of argument components).5

Finally, framing effects represent the classic example of serial associa-

tive cognition with a focal bias. In the so-called disease framing problem 

introduced by Tversky and Kahneman (1981), people respond differently 

depending on different wordings of an equivalent problem. This and other 

similar problems will be discussed in chapter 8. When presented with both 

versions of the problem together, most people agree that the problems are 

simply redescriptions of the same situation and that the alternative phras-

ing should not have made a difference.

In discussing the mechanisms that cause framing effects, Kahneman has 

stated that “the basic principle of framing is the passive acceptance of the 

formulation given” (2003, p. 703). The frame presented to the subject is 

taken as focal, and all subsequent thought derives from it rather than from 

alternative framings because the latter would require more thought. Take, 

for example, the fact that many people are willing to pay more for ham-

burger meat described as 94 percent fat free than they would have been 

willing to pay for the same meat described as containing 6 percent fat. 

When presented with the 94 percent fat free condition, a subject does not 

experience a conflict between a Type 1 and a Type 2 response. The sub-

ject instead fails to transform the situation into another via simulation—

specifically, transforming the 94 percent fat free into 6 percent fat and 

asking himself whether this gives the same impression as the 94 percent 

fat-free figure. Such framing problems require the subject to generate the 

conflicting response rather than giving the subject conflicting information 
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explicitly (just as in the famous engineer/lawyer problem of Kahneman & 

Tversky, 1973).

Anchoring effects provide another example of serial associative cogni-

tion with a focal bias. These will be discussed in chapter 8, but here we 

just note that the anchoring and adjustment heuristic reveals the operation 

of an inappropriate focal bias. The subject is putting too much weight on 

what is “given.” Or, as Kahneman (2011) calls it in his book, they are vic-

tims of the WYSIATI tendency: What you see is all there is. As he notes, the 

WYSIATI tendency means that we are radically insensitive to the quality of 

the information that we automatically process via System 1; or, as he says, 

“our thoughts and our behavior are influenced, much more than we know 

or want, by the environment of the moment” (p. 128).

Knowledge and Process Are Intertwined in Rational Thinking Tasks

Having explicated table 3.1, we must emphasize that a particular task is not 

uniquely associated with any one error category. Given that we have dif-

ferentiated the categories with particular tasks—for example, using belief 

bias in syllogistic reasoning to illustrate the failure of sustained override or 

the CRT to illustrate default to the autonomous mind—this is an even more 

important caveat for us to stress. In short, saying that a task in part impli-

cates a category of miserliness does not mean that it does not implicate 

mindware difficulties as well (this has been one important point stressed 

throughout this chapter). Because this is such an important caveat—that 

is, because the intertwined nature of knowledge/mindware issues and pro-

cessing issues in heuristics and biases tasks is such an essential part of their 

logic—we are going to try to illustrate the point with a variety of graphics.

Figures 3.1 and 3.2 have already displayed the dependence between 

mindware instantiation and the difficulty of System 1 override, as well 

as the dependence between mindware instantiation and the difficulty of 

conflict detection. For example, those figures illustrate that sustained over-

ride becomes easier as the relevant mindware for normative responding 

becomes more well instantiated—to the point where, in the extreme, fully 

automatized mindware renders override unnecessary.

Figure 3.3 represents another way of looking at the dependence between 

knowledge and process in heuristics and biases tasks. This figure, adapted 

from a discussion in Stanovich and West (2008b), is constructed in terms of 
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which paths lead to the incorrect, intuitive response, and which paths lead 

to the substitution of a normative response. Figure 3.3 shows that detection 

and override depend on knowledge and that override depends on detec-

tion. We can see this by proceeding downward, sequentially. The ques-

tion addressed in the first stage of the framework at the top of figure 3.3 is 

whether, for a given task and subject, the mindware is available to carry out 

override (whether the subject has available relevant declarative knowledge 

to be substituted for the intuitive response). If the relevant mindware is not 

available, then the person must, of necessity, respond intuitively.

If the relevant mindware is in fact available, then the next question that 

becomes operative is whether or not the person detects the need to over-

ride the intuitive response. Even if the relevant mindware is present, if the 

subject does not detect any reason to override the intuitive response, then 

that response will be emitted (this is path 2 to the intuitive response as 

labeled in figure 3.3).

Figure 3.3
Dependence between knowledge and process in heuristics and biases tasks.

Is mindware available to 
carry out override? 

Intuitive response 
path #1

Yes No

Does the person detect an 
alternative to the intuitive  

response? 

Intuitive response
path #2

Yes No

Is sustained inhibition or 
sustained decoupling necessary 

to carry out override? 

Normative response
from system 1 

Yes No

Does the person have 
decoupling capacity to sustain 

override?

Normative response
computed via type 2 

processing 

Intuitive response 
path #3 

Yes No
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The next choice point in the figure concerns where the subject lies on 

the mindware learning continuum for that particular task. If the relevant 

mindware is present and if the subject has noted an alternative to the intui-

tive response, the question then becomes whether or not the task requires 

sustained inhibition (cognitive decoupling) in order for the subject to carry 

out the override of the intuitive response. If the mindware is so automated 

that it trumps the intuitive response, then no override is needed and a nor-

mative response is emitted from System 1 (see figures 3.1 and 3.2).

In contrast, if the normative mindware is not instantiated in System 1 

and if the task requires sustained decoupling in order to carry out over-

ride, then we must ask whether the subject has the necessary cognitive 

capacity to solve the problem. If so, then the normative response will be 

given via Type 2 decoupling and simulation. If not, then the intuitive 

response will be given (path 3 to the intuitive response in figure 3.3)—

despite the availability of the relevant mindware and the recognition of 

the need to use it.

Figure 3.3 captures the dependence between mindware, detection, and 

override. It makes clear that missing mindware renders questions about 

detection and override irrelevant. Mindware present at some minimal level 

at least provides the possibility of a detection error (or a correct response). 

The degree of mindware presence that enables (possible) detection then, 

indirectly, enables the possibility of sustained override (or override failure).

The Continua of Process Dependence and Knowledge Dependence

Saying generically that knowledge and process are intertwined in heuris-

tics and biases tasks is just the first step in understanding their logic. This 

is because it is not the case that the dependence on knowledge and the 

dependence on process are the same for each and every task. Some heuris-

tics and biases tasks are more process dependent than knowledge depen-

dent. Others are more knowledge dependent than process dependent. Still 

others seem to stress both knowledge and process quite strongly.

In figure 3.4 we portray the two dimensions of process and knowledge 

dependence in which heuristics and biases tasks array themselves. The x-axis 

indexes how knowledge dependent the task is, ranging from high knowl-

edge dependence on the far right to low knowledge dependence on the far 

left. The y-axis portrays the degree to which success on the task depends 
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on conflict detection and sustained override (i.e., process). Tasks in which 

conflict detection and override are highly salient—that is, key determinants 

of task success—are at the upper end of this continuum; whereas tasks  

that are not as dependent on conflict detection and override are at the bot-

tom of this continuum. The entire figure thus shows the two-dimensional 

space of knowledge dependence crossed with the degree of process 

dependence.

Inside the two-dimensional space of figure 3.4, three rectangles serve 

to demarcate three areas of process/knowledge dependence that result in 

different types of errors. The area in the upper left represents tasks that 

depend heavily on conflict detection and override for success, but are less 

dependent on the presence of specific mindware for their solution. When 

an error occurs on such tasks, it is more likely to be a process error than a 

mindware error. Remember, however, that no rational thinking task is a 

pure process measure. Every rational thinking task will have a process com-

ponent and a knowledge component, which will arrange themselves on a 

Figure 3.4
Space of process dependence and knowledge dependence in which heuristics and 

bases tasks array themselves.
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continuum based on how much they stress override/detection tendencies 

and how much they stress the presence of mindware.

The bottom right area of figure 3.4 represents tasks that depend heav-

ily on specific knowledge and in which conflict detection and override 

are not as salient, usually because the subject does not have to overcome 

a conflicting response from System 1. Errors on these types of tasks are 

more likely due to missing mindware. The upper right of the figure repre-

sents the part of the two-dimensional space that contains tasks where any 

error made will be indeterminate. That is, these tasks are highly knowledge 

dependent, but they also require conflict detection and difficult sustained 

override processes (except for those who have thoroughly automated the 

relevant knowledge). They have high knowledge dependence and high 

process dependence—so that whether the subject fails the task because of 

knowledge or because of conflict/override cannot be determined simply 

on the basis of observing an error. The lower left area is blank, because it 

would seem like there would be no place for a task that was low in knowl-

edge dependence and low in conflict/override dependency. However, some 

ancillary measures (thinking dispositions) do occupy this space, and we will 

discuss those subsequently.

As we shall see in subsequent illustrations, heuristics and biases tasks 

tend to cluster in the upper right quadrant of figure 3.4. That is, most of 

the tasks involve at least a moderate dependence on both knowledge and 

conflict override. This is what has made it so hard, in the analyses of many 

tasks in the literature, to pinpoint the exact source of the error response 

(Stanovich, West, & Toplak, 2011b; Toplak, West, & Stanovich, 2014b). It 

is also why we issued the warning earlier that no heuristics and biases task 

can be taken as a specific and unique indicator of a particular type of error. 

For example, we have discussed how performance on Frederick’s (2005) 

CRT (which we exemplified by the example of the bat-and-ball problem) is 

often taken as an indicator of the tendency to default to the autonomous 

mind. However, while conflict detection is no doubt implicated substan-

tially in performance on this task, it is not the case that it is independent 

of mindware. Many of the problems other than the bat-and-ball problem 

involve content areas, the familiarity of which might be implicated in per-

formance. Even the bat-and-ball problem itself will be affected by the differ-

ential instantiation of numeracy. That some people are highly automatized 

at doing subtractions and others are not will affect how easy the problem 
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is. That some people are highly practiced at reaching for numerical checks 

to their answer (“10¢ + $1.10 = $1.20—oh, that can’t be right”) could affect 

accuracy on this problem. So although it is true that the CRT is not as 

knowledge saturated as some heuristics and biases tasks, it still has some 

degree of knowledge saturation. Figure 3.5 illustrates where we would posi-

tion the CRT in the two-dimensional space.

Intelligence tests are different from rational thinking measures in this 

respect. First, they are somewhat different in that IQ tests certainly involve 

System 2, but they force the use of Type 2 processing because they con-

tain strong hints and demand characteristics indicating that such process-

ing is necessary. Intelligence tests do not require conflict detection and do 

not require special mindware (probabilistic thinking, scientific thinking, 

etc.). Measures of fluid intelligence—like Raven’s Matrices—do not require 

specific content knowledge to replace an intuitive response. They require 

System 2 processing, but no sustained override. Many cognitive ability mea-

sures do tap crystallized knowledge, but that is general knowledge, rather 

than the domain-specific components of rational thought.

With the caveats and cautions of this chapter in mind, we will proceed 

in this volume using the terms “miserly processing” and “mindware prob-

lems,” but with the realization that no task purely separates miserly pro-

cessing from mindware. The converse is, however, a little easier. That is, it 

is easier to assess some of the knowledge structures necessary for rationality 

without heavily implicating detection/override issues. For example, when 

we introduce the framework for the CART in the next chapter, one critical 

component of mindware will be probabilistic numeracy—a central knowl-

edge domain that is responsible for less than rational judgment and deci-

sion making. Following on much previous empirical work with measures of 

numeracy (Peters, 2012; Reyna & Brust-Renck, 2015; Weller et al., 2013), we 

have developed our own measure of this subcomponent of rational think-

ing. Figure 3.5 illustrates, however, that measures of numeracy reside in a 

different part of the conceptual space of rational thinking tasks than does 

the CRT, for example.

In the upper right-hand corner of figure 3.5 are positioned the two cat-

egories of probabilistic reasoning and scientific reasoning that encompass 

a large number of heuristics and biases tasks—for example, probabilistic 

reasoning problems such as the famous lawyer/engineer problem and 

Linda problem from the work of Kahneman and Tversky (1973; Tversky 
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Figure 3.5
Different task types in different locations in the process/knowledge space.
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& Kahneman, 1983), and scientific reasoning problems such as Wason’s 

(1960, 1966) four-card selection task and 2–4–6 problem. Placing these in 

the upper right of figure 3.5 marks the fact that these tasks depend heavily 

on the presence of mindware as well as the ability to detect and override 

Type 1 responses. In contrast, the CRT heavily implicates conflict detec-

tion and override. However, the CRT does not rely on specific knowledge 

bases as much as most probabilistic reasoning and scientific reasoning tasks 

in the heuristics and biases literature. Most numeracy measures have the 

opposite profile of the CRT. They depend heavily on declarative knowledge 

of percentages and fractions, but they do not stress as much conflict detec-

tion and override as the CRT—because most items on numeracy measures 

do not contain an especially attractive foil or tempting intuitive response. 

The relationships portrayed in figure 3.5 reflect these facts, as the CRT is 

located to the left of probabilistic reasoning but numeracy is located below 

probabilistic reasoning. In the next chapter, we will situate the wide range 

of different tasks that compose the CART in the two-dimensional space 

defined in figure 3.5.
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Summary

It is possible to define several ways in which thinking goes wrong on heu-

ristics and biases tasks. In this chapter, we have defined two broad cat-

egories of thinking error: problems with miserly processing and problems 

with mindware. We have defined three types of miserly processing and two 

kinds of mindware problem (see table 3.1). Although these thinking errors 

are theoretically differentiable, it is important to realize that none of the 

five categories of error is defined by an error on a particular task. Norma-

tive responding on all the tasks that we will use is multiply determined.6 

Furthermore, it is important to recognize the dependencies between mind-

ware, conflict detection, and override, which we have stressed throughout 

this chapter. The continuous conception we have described here will form 

the basis of the framework for the assessment of rational thinking that we 

will describe in chapter 4.
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Chapter  4
A  Framework  for  the  CART

In the previous chapter, we developed a taxonomy of rational thinking 

errors, summarized in table 3.1. We also spent considerable time explicat-

ing the logic of these different errors. In this chapter, we will transform 

this taxonomy of thinking errors into a positively stated framework for the 

assessment of rational thinking. Note, however, that there is historical prec-

edent for beginning our discussion with an analysis of errors in chapter 3: 

this has been a common strategy in the heuristics and biases literature (see 

Kahneman, 2011).

In chapter 1, we discussed the axiomatic approach to measuring util-

ity maximization—that if people’s preferences follow the axioms of choice 

(transitivity, independence, etc.) and show descriptive and procedural 

invariance (Tversky & Kahneman, 1986), then they are behaving as if they 

are maximizing utility. This is what makes people’s degrees of rationality 

measurable by the experimental methods of cognitive science. Although it 

is difficult to assess utility maximization directly, it is much easier to assess 

whether one of the axioms of rational choice is being violated. This is much 

like our judgments at a sporting event, where, for example, it might be dif-

ficult to discern whether the quarterback has put the ball perfectly “on the 

money,” but it is not difficult at all to detect a bad throw.

Researchers in the heuristics and biases tradition have often been criti-

cized for what some thought was an overemphasis on errors, but in many 

research domains this is a common strategy. In fact, in many domains of 

life it makes more sense to seek out errors than to pursue the optimal. This 

is because it is often difficult to specify what the very best response might 

be, but performance errors are much easier to spot. Postman (1988) has 

argued, for instance, that educators might adopt a stance more similar to 

that of physicians or attorneys. He points out that doctors would find it 
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hard to define “perfect health,” but, despite this, they are quite good at 

spotting disease. Likewise, lawyers are much better at spotting injustice and 

lack of citizenship than defining “perfect justice” or ideal citizenship. The 

literature on the psychology of rationality has followed this logic in that 

it has focused on identifying thinking errors, just as physicians focus on 

disease. Degrees of irrationality can be assessed in terms of the number and 

severity of such cognitive errors. Conversely, the avoidance of error becomes 

a measure of rational thought. That is precisely the logic of our rational 

thinking assessment battery.

The Framework for the Tasks and Subtests in the CART

Table 4.1 presents the overall framework for the CART, as well as some indi-

cation of the tasks used for assessment and the assessment domains. The 

framework relies heavily on the taxonomy of errors developed in chapter 3 

and also the explication of the logic of heuristics and biases tasks contained 

in that chapter (particularly figures 3.4 and 3.5, which will be elaborated in 

this chapter). For example, it should not be surprising that the left column 

of table 4.1 serves to represent tasks saturated with processing requirements. 

Nor should it be surprising that the second column from the left repre-

sents tasks that are relatively saturated with knowledge from specific ratio-

nal thinking domains. However, the key point from the last chapter was 

the intertwined nature of process and knowledge in heuristics and biases 

tasks. All heuristics and biases tasks involve both, to various extents. Two 

domains of rational thinking—probabilistic and statistical reasoning and 

scientific reasoning—have process and knowledge so intertwined that they 

span both columns in table 4.1 to emphasize this point. These domains of 

rational thinking will be discussed in chapters 5 and 6, respectively.

The domains exclusively in the first column of table 4.1 represent sub-

tests of the CART that have heavy processing requirements. Several of these 

have been interpreted by researchers as indicators of miserly information 

processing: a reflection versus intuition measure (similar to the CRT),  

syllogisms that require overcoming belief bias, an avoidance of ratio bias 

task, and disjunctive reasoning. Continuing down the first column of 

table 4.1 are some other tasks that are best viewed as indirect measures 

of the avoidance of miserly processing. All are heavy in their processing 

requirements.
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Table 4.1
Framework for classifying the types of rational thinking tasks and subtests on the 

CART

Tasks Saturated with 

Processing 

Requirements 

(Detection, Sustained 

Override, Hypothetical 

Thinking)

Rational 

Thinking Tasks 

Saturated with 

Knowledge

Avoidance of 

Contaminated 

Mindware

Thinking 

Dispositions That 

Foster Thorough 

and Prudent 

Thought, Unbiased 

Thought, and 

Knowledge 

Acquisition

Probabilistic and Statistical  
Reasoning subtest

Superstitious 
Thinking 
subtest

Actively Open-
minded Thinking 
scale

Scientific Reasoning subtest Antiscience 
Attitudes 
subtest

Deliberative 
Thinking scale

Avoidance of Miserly 
Information Processing 
subtests: 
• Reflection versus 
Intuition 
• Belief Bias Syllogisms 
• Ratio Bias 
• Disjunctive Reasoning

Probabilistic 
Numeracy 
subtest

Conspiracy 
Beliefs subtest

Future Orientation 
scale

Absence of Irrelevant 
Context Effects in 
Decision Making 
subtests: 
• Framing 
• Anchoring 
• Preference Anomalies

Financial 
Literacy and 
Economic 
Knowledge 
subtest

Dysfunctional 
Personal 
Beliefs subtest

Differentiation of 
Emotions scale

Avoidance of Myside 
Bias: 
• Argument Evaluation 
subtest

Sensitivity to 
Expected Value 
subtest

Avoiding 
Overconfidence: 
• Knowledge 
Calibration subtest

Risk Knowledge 
subtest

Rational Temporal 
Discounting subtest
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All of these tasks and their associated effects, although involving miserly 

processing in some way, are still quite complex tasks; more than miserly 

processing is going on when someone answers suboptimally on them. All 

of these tasks still have contentious theorizing surrounding them, and 

investigators have put forth many alternative models of task performance. 

Our only theoretical claim is quite minimal—it is that, whatever else is 

responsible for task performance, they all have miserly processing some-

what involved. All of these tasks will be discussed in detail in chapters 7 

and 8.

Finally, it is important to stress one further thing. All of the remaining 

subtests in the first column of table 4.1 are important measures of ratio-

nal thinking in their own right, whether or not we are correct about the 

involvement of miserly information processing. Our focus here is not on 

resolving the theoretical disputes surrounding every one of these effects. 

For example, the measurement of overconfidence would be part of our 

rational thinking assessment battery regardless of what the explanation for 

the effect turns out to be. Its status as a component of rational thinking is 

what is critical for our assessment battery, not our theoretical guesses as to 

the source of the effect.

With that caveat in mind, the first column of table 4.1 shows several 

important categories of our assessment battery: the absence of irrelevant 

context effects in decision making; the avoidance of myside bias; the avoid-

ance of overconfidence in knowledge calibration; and rational temporal 

discounting of future rewards. All of these represent important aspects of 

rational thinking. They will all be discussed in detail in chapter 8.

The domains exclusively in the second column of table 4.1 are four 

components of the CART that depend heavily on knowledge bases. This is 

not to say that these components are completely independent of miserly 

processing issues, but they are considerably less dependent on processing 

considerations and much more dependent on the presence of certain spe-

cific types of declarative knowledge than are other subtests. These subtests 

of the CART tap probabilistic numeracy, financial literacy and economic 

knowledge, sensitivity to expected value, and risk knowledge. They will be 

discussed in chapter 9.

In the previous chapter, we discussed how suboptimal thinking is poten-

tially caused by two types of mindware problems. Missing mindware or 

mindware gaps reflect the most common type—where Type 2 processing 
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does not have access to adequately compiled declarative knowledge from 

which to synthesize a normative response to use in the override of Type 1 

processing. However, we discussed in that chapter how not all mindware 

is helpful or useful in fostering rationality. Indeed, the presence of certain 

kinds of mindware is often precisely the problem. We coined the category 

label “contaminated mindware” for the presence of declarative knowledge 

bases that foster irrational rather than rational thinking.

There are probably dozens of different kinds of contaminated mindware 

if one looks very specifically at narrow domains of knowledge. It would 

obviously be impossible for a test of rational thinking to encompass all of 

these. Instead, we have focused on just a few of the broader categories of 

contaminated mindware that might have some domain generality in their 

effects. Of course, rational thinking, as indicated by CART performance, 

is defined as the avoidance or rejection of these domains of contaminated 

mindware. The third column in table 4.1 lists the four categories of con-

taminated mindware that we assess in the CART: superstitious thinking;  

antiscientific attitudes; conspiracy beliefs; and dysfunctional personal 

beliefs. These categories of contaminated mindware will all be discussed in 

chapter 10.

Finally, the fourth column of table 4.1 shows a set of supplementary 

measures that are included in the CART but are not part of the overall 

rational thinking scores on the test itself. These are some thinking disposi-

tions that we measure by self-report questionnaires. The field of psychology 

has identified many different thinking dispositions, as we will discuss in 

chapter 11; however, we have chosen those specifically relevant to rational 

thinking. For example, we have focused on thinking dispositions that foster 

prudent thought, unbiased thought, and unbiased knowledge acquisition. 

The four thinking dispositions that we have focused on are actively open-

minded thinking, deliberative thinking, future orientation, and the differ-

entiation of emotions.

It is again important to reiterate a point that we made about thinking 

dispositions in chapter 2. These self-report measures are different from the 

other performance measures on the CART, which is why they are not part 

of the overall score on the test, but instead provide supplementary informa-

tion. They are not part of the total score on the test because, among other 

things, the maximum score on a thinking disposition measure is not to be 

equated with maximal rationality. Optimal functioning on these measures 
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is traced instead by an inverted U-shaped function. Maximizing these dis-

positions is not the criterion of rational thought itself. Thinking disposi-

tions such as these are a means to rationality, not ends in themselves.

Subtests on the CART in Terms of Process and Knowledge

Figure 4.1 (a fleshed-out version of figure 3.5) provides a more continuous 

look at how the subtests of the CART arrange themselves in the process/

knowledge space. This figure has the same axes as figures 3.4 and 3.5 of 

the previous chapter. The x-axis indexes how knowledge dependent the 

task is, ranging from high knowledge dependence on the far right to low 

knowledge dependence on the far left. The y-axis portrays how much the 

task depends on conflict detection and sustained override (i.e., process) for 

successful performance. The entire figure thus shows the two-dimensional 

space of process dependence crossed with knowledge dependence.

It should not be surprising, in light of the discussion in chapter 3, that 

some of the most central subtests on the CART cluster at the top and to the 

right of figure 4.1. That a substantial number of important subtests are in 

the upper right quadrant is because, as discussed in chapter 3, the logic of 

many types of heuristics and biases tasks intertwine processing and knowl-

edge issues.

Because figure 4.1 is a fairly dense and complicated figure, we will take a 

brief tour around it starting at the upper right. Here, we find the probabilis-

tic reasoning and scientific reasoning subtests that are at the very heart of 

the heuristics and biases literature. For that reason, these subtests are heav-

ily weighted in the CART scoring. These subtests are very knowledge satu-

rated, yet they often involve conflict detection and often require sustained 

override procedures in order to be answered correctly.

Down the right-hand side of the figure are all of the subtests listed in 

table 4.1 that are very knowledge saturated. These subtests rely less on pro-

cesses of conflict detection and override than do the quintessential tasks 

of the heuristics and biases literature—probabilistic and scientific reason-

ing. So, for example, numeracy and financial literacy both depend heav-

ily on declarative knowledge, but doing well on either of these subtests is 

nowhere near as dependent on conflict detection and override as are more 

classic heuristic and biases tasks involving probabilistic reasoning. Finally, 

in the far lower right of the figure are the subtests that assess contaminated 
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mindware. Performance on these subtests and questionnaires is largely a 

function of knowledge.

Moving now along the top part of the figure, we have represented a group 

of subtests that strongly tap miserly information processing. However, they 

are relatively spread out, because they differ in the degree to which they 

depend on acquired declarative knowledge. Cross-referencing table 4.1, 

we can see that four direct measures of miserly information processing are 

arrayed across the top of the table: disjunctive reasoning; ratio bias; the 

reflection versus intuition measure; and belief bias in syllogistic reasoning. 

The subtests are arrayed the way they are because it is conjectured that, for 

example, the types of tasks that are used in syllogistic reasoning paradigms 

are more knowledge dependent than are those used in disjunctive reason-

ing paradigms. However, it must be stressed that the placement of subtests 

in figure 4.1, and those like it in this book, are very much initial conjectures 

about the properties of the tasks used in these subtests.

The four direct measures of the avoidance of miserly processing that 

were just mentioned differ somewhat in the type of miserly processing that 

they tap (see table 3.1 for a list of the types of miserly processing errors). 

This is reflected in figure 4.1, which represents disjunctive reasoning and 

the reflection versus intuition measure with an oval and the ratio bias task 

and belief bias syllogisms with a curved rectangle. The latter denotes sub-

tests where a miserly thinking error is most likely due to the failure of sus-

tained override (see Bonner & Newell, 2010; Corser & Jasper, 2014; De Neys, 

2006b; De Neys & Franssens, 2009; Stanovich & West, 2008b). The ovals, in 

contrast, denote subtests where a miserly thinking error is most likely due 

to defaulting to the autonomous mind. Also at the top of figure 4.1 (see 

also table 4.1) are subtests measuring rational temporal discounting and the 

Argument Evaluation subtest (a measure of myside bias).

The bottom left of figure 4.1 represents the thinking disposition scales. 

As discussed previously, these are self-report measures that do not depend 

on knowledge or the override of a conflicting Type 1 response. As men-

tioned above, they are not included as part of our overall rational thinking 

composite score. They are supplemental measures, and will be discussed in 

chapter 11. We include them here for completeness.

Directly above the thinking dispositions in the figure are four subtests 

represented by sharp-edged rectangles. Three of these subtests (all but 
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anchoring) do not show a large degree of knowledge dependence, but they 

do depend more on conflict detection and override than do the thinking 

disposition scales. These subtests use four paradigms that tap miserly pro-

cessing due to defaulting to serial associative cognition rather than full-

blown simulation and hypothetical reasoning (see the discussion in chapter 

3 and table 3.1). Three of these paradigms assess whether the subject can 

avoid irrelevant context effects in decision making: framing tasks, anchor-

ing tasks, and tests for the presence of preference anomalies. Another 

indirect effect of miserly processing is the presence of overconfidence in 

judgment and decision making. One theoretical account of these effects 

(Koriat, Lichtenstein, & Fischhoff, 1980) is that they result from a type of 

focal bias that follows from defaulting to serial associative cognition rather 

than a fully disjunctive exploration of the problem space.

Again, we strongly caution that this figure contains many theoretical 

conjectures that await empirical confirmation. Our purpose here is to con-

textualize the kinds of tasks we are using in the CART. Figure 4.1 does con-

vey the wide array of subtests used and their varying characteristics in terms 

of process and knowledge. It also captures the fact that most of these ratio-

nal thinking tasks involve knowledge at least to some extent and processing 

issues at least to some extent. Thus the figure helps to drive home the point 

that there will be few rational thinking subtests that are “process-pure” (i.e., 

unique indicators of a specific process and nothing else).

Even more importantly, figure 4.1 and the associated table 4.1 illustrate 

the wide span of rational thinking tasks that are included in the CART. 

Knowledge bases of critical importance to epistemic rationality are amply 

represented—domains of knowledge having to do with probabilistic rea-

soning, numeracy, financial literacy, and risk. Testing epistemic conjectures 

via scientific principles is extensively examined in our scientific reasoning 

measure, as will be discussed in chapter 6. Regarding instrumental rational-

ity, our test battery examines the ability to adhere to many of the impor-

tant strictures of axiomatic utility theory, such as descriptive invariance, 

procedural invariance, maximizing expected value, and avoiding irrelevant 

context effects.

Table 4.2 lists the number of points allocated to each subtest of the 

CART. The details of turning raw CART subtest scores into CART points are 

discussed in the chapter that describes the specific subtest.
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Table 4.2
CART points allocated to each subtest

CART Subtest CART Points

Probabilistic and Statistical Reasoning 18

Scientific Reasoning 20

Reflection versus Intuition 10

Belief Bias in Syllogistic Reasoning 8

Ratio Bias 5

Disjunctive Reasoning 5

Framing 6

Anchoring 3

Preference Anomalies 3

Argument Evaluation Test 5

Knowledge Calibration 6

Rational Temporal Discounting 7

Probabilistic Numeracy 9

Financial Literacy and Economic Knowledge 10

Sensitivity to Expected Value 5

Risk Knowledge 3

Rejection of Superstitious Thinking 5

Rejection of Antiscience Attitudes 5

Rejection of Conspiracy Beliefs 10

Avoidance of Dysfunctional Personal Beliefs 5

Total CART Points 148

Summary and Conclusions

The CART assesses both epistemic rationality and instrumental rationality. 

Aspects of epistemic rationality that are assessed by our instrument include 

the tendency to make incoherent probability assessments, the tendency 

toward overconfidence in knowledge judgments, the tendency to ignore 

base rates, the tendency not to seek falsification of hypotheses, the ten-

dency to try to explain chance events, the tendency to evaluate evidence 

with a myside bias, and the tendency to ignore the alternative hypothesis.

Additionally, the CART assesses aspects of instrumental rationality and 

irrationality, such as the ability to display disjunctive reasoning in decision 



A Framework for the CART  73

making, the tendency to show inconsistent preferences because of fram-

ing effects, the tendency to substitute affect for difficult evaluations, the 

tendency to overweight short-term rewards at the expense of long-term 

well-being, the tendency to have choices affected by vivid stimuli, and the 

tendency for decisions to be affected by irrelevant context.

Figure 4.1 represents an initial effort to parsimoniously classify heuristics 

and biases tasks. The particular task choices displayed in table 4.1 reflect 

our attempt to make the CART comprehensive yet logistically tractable. As 

will be discussed in chapter 14, we have deliberately omitted some tasks 

from table 4.1, usually because of logistical constraints. The specific choices 

we have made for assessing rational thinking will be discussed in part 2 of 

the book where we take up each of the components of table 4.1.





II  The Components of Rational Thought Assessed by  
the CART





5  Probabilistic and Statistical Reasoning
Chapter  5
Probabilistic  and  Statistical  Reasoning

Probabilistic and statistical reasoning is one of the most thoroughly inves-

tigated areas in the heuristics and biases literature. This is not surprising 

because, as we outlined in chapter 1, probability assessment is central to the 

achievement of both epistemic and instrumental rationality. The expected 

utility of an action involves multiplying the probability of an outcome by 

its utility and summing across possible outcomes. Thus, determining the 

best action involves estimating the probabilities of various outcomes. These 

estimations are not typically conscious calculations, of course—they are 

beliefs about states of the world and the confidence that a person has in 

them.

If our probabilistic judgments about the states of the world are  

wrong, decision making will not maximize one’s utility—our actions  

will not result in our getting what we most want. It is in this sense that 

rationality of belief—epistemic rationality—is one of the foundations  

for rationality of action. Rationality of belief is assessed by looking at a  

variety of probabilistic reasoning skills and statistical thinking skills,  

which are assessed on the subtest of the CART that will be discussed in this 

chapter.

To calibrate one’s probabilistic beliefs rationally, it is not necessary to 

be a calculating genius; but, as with axiomatic utility theory, a few quali-

tative principles must be followed—the rules of the so-called probability 

calculus. For our purposes, the rules of the probability calculus culminate 

in the most important probability rule for assessing this type of reasoning: 

Bayes’ rule.
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Bayesian Reasoning

For us to be epistemically rational, our probability estimates must follow 

the rules of objective probabilities. Most of these rules are quite intuitive. 

Here are a few of the most important:

Probabilities vary between 0 and 1. So 0 ≤ P(A) ≤ 1, where P(A) is the prob-

ability of event A.

If an event is certain to happen, then its probability is 1.0. So P(A) = 1 when 

A is certain.

If an event is certain not to happen, then its probability is 0. So P(A) = 0 

when A is certain not to happen.

If event A and event B cannot both happen, they are said to be mutually 

exclusive. When event A and event B are mutually exclusive, then 

the probability of one or the other occurring is the probability of each 

added together:

P(A or B) = P(A) + P(B)

Decision theorists have shown that if our probability judgments do not 

follow the simple rules of probability just outlined, there are certain untow-

ard consequences (the “money pump” and the “Dutch Book”; see Maher, 

1993, Osherson, 1995, Resnik, 1987, and Schick, 1986). If you feel that the 

probability that the New England Patriots will win the next Super Bowl is 

0.25 and you feel that the probability that the Detroit Lions will win the 

next Super Bowl is 0.10, then you had better also think that the probabil-

ity of the Patriots or the Lions winning is 0.35. If you violate this stricture 

you will not be epistemically rational, and any action that you take on the 

basis of these probabilities will be suboptimal—it will not maximize your 

expected utility.

Continuing with our rules of the probability calculus, an important con-

cept is that of conditional probability. Conditional probabilities concern 

the probability of one event (A) given that another (B) has occurred, P(A/B). 

When A and B are mutually exclusive, then P(A/B) = 0, because if B has 

occurred A cannot (and likewise, P(B/A) = 0). However, when A and B are 

not mutually exclusive, the formula for the conditional probability is:

P A B
P(A and B)

P(B)
( ) =
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Note that, in general, P(A/B) is not necessarily the same as P(B/A), because 

the formula for the latter has a different denominator:

P B A
P(A and B)

P(A)
( ) =

We can, however, write one of the conditional probabilities in terms of the 

other. When we do, after a little simple algebra we come to one of the most 

famous theorems in decision theory, Bayes’ theorem, sometimes called 

Bayes’ rule (discovered by the Reverend Thomas Bayes of Tunbridge Wells, 

England, in the eighteenth century; see Stigler, 1983, 1986):

P A B
P(A)*P B A

P(A)*P B A P(~A)*P B ~A
( ) = ( )

( ) + ( )

The formula has only one term we have not seen before, ~A, which means 

not A. Thus, P(~A) is the probability of event A not occurring.

All of these rules of probability are important, but for judgment and 

decision making, Bayes’ rule has special salience. Bayes’ theorem is used 

as the formal standard for the important task of belief updating—how we 

should update our belief in a particular hypothesis based on new evidence 

that is relevant to the hypothesis. All we have to do to see this is to substi-

tute the A and B in the formula with two fundamental concepts: the focal 

hypothesis under investigation (labeled H) and a set of collected data that 

are relevant to the hypothesis (labeled D). Then we have:

P H D
P(H)*P D H

P(H)*P D H P(~H)*P D ~H
( ) = ( )

( ) + ( )

In the formula, P(H) is the probability estimate that the focal hypothesis 

is true prior to collecting the data, and P(~H) is the probability estimate that 

the alternative hypothesis (i.e., ~H) is true prior to collecting the data. Addi-

tionally, a number of conditional probabilities come into play. For example, 

P(H/D) represents the probability that the focal hypothesis is true subse-

quent to, or given, the data pattern actually observed (this is sometimes 

termed the posterior probability). P(D/H) is the probability of observing that 

particular data pattern given that the focal hypothesis is true, and P(D/~H) 

is the probability of observing that particular data pattern given that the 

alternative hypothesis is true. It is important to realize that P(D/H) and 

P(D/~H) are not complements (they do not add up to 1.0). The data might 
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be likely, given both the focal and alternative hypothesis, or unlikely, given 

both the focal and alternative hypotheses.

People often have trouble following the strictures of Bayes’ rule, as we 

shall see in several examples in this chapter and the next. However, it is 

important to emphasize that when we say that people make mistakes in 

Bayesian reasoning, we are not saying that they are calculating incorrectly, 

or getting precise figures incorrect. Instead, what is meant is that people 

are making rather large qualitative mistakes in their assessment of prob-

abilities. The scoring of most of the Bayesian reasoning items on the CART 

requires only that the respondent get in the right ballpark of the correct 

answer. There is no requirement that the subject actually know Bayes’ rule. 

The only requirement is that the subject’s probability estimates are roughly 

in accord with what the rule prescribes. In short, it is whether people have a 

feel for Bayesian thinking—whether they are sensitive to the right variables 

and respond in the right general direction to evidence presented. This will 

become clearer as we discuss specific problems. Formal Bayesian statistics 

involve calculation to be sure, but to escape the thinking errors surround-

ing probability, a person needs only to have learned the conceptual logic of 

how correct thinking about probabilities works.

We will now detail some of the important areas in which heuristics and 

biases researchers have uncovered errors in probabilistic reasoning. All of 

these areas, plus one or two others, will be tapped by items on the Proba-

bilistic and Statistical Reasoning subtest of the CART. Again, referring to 

figure 4.1 and table 4.1, we would reiterate the point that items on this sub-

test strongly implicate knowledge, but they also strongly implicate conflict 

detection, override, and hypothetical thinking.

The fact that the items on this subtest tap process as well as knowledge 

is specifically intended (as it was in the original heuristics and biases lit-

erature) and is not a flaw. It is a designed feature, not a drawback. In this 

domain of rational thinking, we are interested in individual differences in 

sensitivity to probabilistic reasoning principles. People can have knowledge 

of these principles without having the propensity to use them. That is, they 

can have the knowledge but not the propensity to see situations in terms 

of probabilities. A typical heuristics and biases task, like the items on our 

subtest, will pit a statistical way of viewing a problem against a nonsta-

tistical way of viewing a problem in order to see which kind of thinking 

dominates in the situation. So, for example, we would not design an item 
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where the subject chooses between a nine out of ten chance of winning ver-

sus a three out of ten chance of winning, with no other context provided. 

Such a problem would be one of pure probabilistic numeracy (more like the 

Probabilistic Numeracy subtest that we will describe in chapter 9). Instead, 

on most of our subtest items, statistical information is given, but also a non-

statistical way of thinking about the problem. People who may get the pure 

mathematics of statistical reasoning correct might not see certain problems 

themselves as probabilistic. It is just this variance in sensitivity to seeing a 

problem as probabilistic that we want to assess. 

We will now proceed to detail some of the common errors in probabilis-

tic reasoning that are assessed in the CART.

Problems with Probabilities: Base Rate Neglect

Assigning the right probability values to events is a critical aspect of ratio-

nal thought. Interestingly, research has shown that people are sometimes 

quite good at dealing implicitly with probabilistic information (when it 

needs only to be tracked by the autonomous mind). However, when prob-

abilities must be reasoned about explicitly, people often have considerable 

difficulty. The difficulties that people have with probabilistic information 

are illustrated in two examples of problems that have received intense scru-

tiny. The first, the so-called cabs problem (Bar-Hillel, 1980; Koehler, 1996; 

Lyon & Slovic, 1976; Macchi, 1995; Tversky & Kahneman, 1982), has been 

the subject of over three decades of research:

A cab was involved in a hit-and-run accident at night. Two cab companies, 

the Green and the Blue, operate in the city in which the accident occurred. 

You are given the following facts: 85 percent of the cabs in the city are 

Green and 15 percent are Blue. A witness reported that the cab in the acci-

dent was Blue. The court tested the reliability of the witness under the same 

circumstances that existed on the night of the accident and concluded that 

the witness correctly identified each of the two colors 80 percent of the 

time. What is the probability (expressed as a percentage ranging from 0 

percent to 100 percent) that the cab involved in the accident was Blue?

Subjects are simply asked to give a “guesstimate” on the problem—they are 

told that they do not have to calculate the answer precisely. The point is 
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not to get the precise answer, so much as to see whether people are in the 

right ballpark. The answers of many people are not.

In the cab problem, Bayes’ theorem provides the optimal way of com-

bining the two pieces of information that have been given:

1. Overall, 15 percent of the cabs are Blue.

2. A witness (whose identification accuracy is 80 percent) identified the 

cab in question as Blue.

Most people do not naturally combine the two pieces of information 

optimally. In fact, many people are surprised to learn that the probability 

that the cab is Blue is 0.41, and that, despite the witness’s identification, it 

is still more likely that the cab involved in the accident was Green (0.59) 

rather than Blue (0.41). The reason is that the prior probability that the cab 

is Green (85 percent) is higher than the credibility of the witness’s identi-

fication of Blue (80 percent). Without using the formula, we can see how 

the probability of 0.41 is arrived at. In 100 accidents of this type, 15 of the 

cabs will be Blue, and the witness would identify 80 percent of them (12) as 

Blue. Furthermore, out of 100 accidents of this type, 85 of the cabs will be 

Green, and the witness will identify 20 percent of them (17) as Blue. Thus, 

29 cabs (12 + 17) will be identified as Blue, but only 12 of them will actually 

be Blue. The proportion of cabs identified as Blue that actually are Blue is 

12 out of 29, or 41 percent.

In terms of Bayes’ rule, here is how the calculation goes:

P H D
P(H)P D H

P(H)P D H P(~H)P D ~H
( ) = ( )

( ) + ( )

P H D( ) = ( )
( ) + ( )

=(. ) .
(. ) . (. ) .

.
15 80

15 80 85 20
41

Less than half of the subjects given this problem produce answers 

between 0.20 and 0.70 (Stanovich & West, 1998c, 1999). Most answer 

around 0.80—in short, they answer with the figure indicating the witness’s 

accuracy without discounting this figure (as they should) because the prior 

probability (0.15) is quite low. That is, most people greatly overestimate 

the probability that the cab is Blue. They overweight the witness’s identi-

fication and underweight the base rate, or prior probability, that the cab is 

Blue. This is an example of a tendency to overweight concrete and vivid 
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single-case information when it must be combined with more abstract 

probabilistic information.

Consider another such problem, one that shares the logic of the cabs 

problem but is more relevant to everyday life. It concerns the estimation of 

medical risk, and it too has been the focus of considerable research (Cass-

cells, Schoenberger, & Graboys, 1978; Cosmides & Tooby, 1996; Sloman, 

Over, Slovak, & Stibel, 2003; Stanovich & West, 1999):

Imagine that the XYZ virus causes a serious disease that occurs in one in 

every 1,000 people. Imagine also that there is a test to diagnose the disease 

that always indicates correctly that a person who has the XYZ virus actually 

has it. Finally, imagine that the test has a false-positive rate of 5 percent. 

This means that the test wrongly indicates that the XYZ virus is present 

in 5 percent of the cases where the person does not have the virus. Imag-

ine that we choose a person randomly and administer the test, and that it 

yields a positive result (indicating that the person is XYZ-positive). What 

is the probability (expressed as a percentage ranging from 0 percent to 100 

percent) that the individual actually has the XYZ virus, assuming that we 

know nothing else about the individual’s personal or medical history?

The most common answer is 95 percent. The correct answer is approxi-

mately 2 percent! People vastly overestimate the probability that a posi-

tive result truly indicates the XYZ virus because of the same tendency to 

overweight the case information and underweight the base rate informa-

tion that we saw in the cabs problem. Although the correct answer to this 

problem can again be calculated by Bayes’ rule, some simple numerical rea-

soning can help to illustrate the profound effect that base rates have on 

probabilities. We were given the information that, of 1,000 people, just 

one will actually be XYZ-positive. If the other 999 (who do not have the 

disease) are tested, the test will indicate incorrectly that approximately 

50 of them have the virus (0.05 multiplied by 999) because of the 5 per-

cent false-positive rate. Thus, of the 51 patients testing positive, only one 

(approximately 2 percent) will actually be XYZ-positive. In short, the base 

rate of XYZ is so low that the vast majority of people do not have the virus. 

This fact, combined with a substantial false-positive rate, ensures that, in 

absolute numbers, the majority of positive tests will be of people who do 

not have the virus.
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In terms of Bayes’ rule, here is how the calculation goes:

P H D
P(H)P D H

P(H)P D H P(~H)P D ~H
( ) = ( )

( ) + ( )

P H D / /( ) = + = +(. )( . ) [(. )( . ) (. )(. )] . . .001 1 0 001 1 0 999 05 001 001 049995 0196= .

In both of these problems many people display a tendency to overweight 

individual-case evidence and to underweight statistical information. The 

case evidence (the witness’s identification, the laboratory test result) seems 

“tangible” and “concrete” to most people—it is more vivid. In contrast, 

the probabilistic evidence seems, well—probabilistic! This reasoning is of 

course fallacious because case evidence itself is always probabilistic. A wit-

ness can make correct identifications with only a certain degree of accuracy, 

just as a clinical test misidentifies the presence of a disease with a certain 

probability. The situation is one in which two probabilities must be com-

bined if one is to arrive at a correct decision: the probable diagnosticity of 

the case evidence and the prior probability.

The problems presented thus far are often termed “noncausal base 

rates”—those involving base rates with no obvious causal relationship to 

the criterion behavior (Ajzen, 1977; Barbey & Sloman, 2007; Bar-Hillel, 

1980, 1990; Koehler, 1996; Tversky & Kahneman, 1982). The causal variant 

of the cabs problem substitutes for the first fact (that 85 percent of cabs in 

the city are Green) the fact that “although the two companies are roughly 

equal in size, 85% of cab accidents in the city involve Green cabs and 15% 

involve Blue cabs” (Tversky & Kahneman, 1982, p. 157). In this version, 

the base rates seem more relevant to the probability of the Green cab being 

involved in the accident. People are more prone to use causal base rates 

when estimating probabilities than noncausal ones.

Another type of causal base rate problem is structured so that the par-

ticipant has to make an inductive inference in a simulation of a real-life 

decision. The information relevant to the decision is conflicting and of 

two different types. One type of evidence is statistical: either probabilis-

tic or aggregate base rate information that favors one of the bipolar deci-

sions. The other type of evidence is a concrete case or personal experience 

that points in the opposite direction. The classic “Volvo versus Saab” item 

(Fong, Krantz, & Nisbett, 1986) provides an example. In this problem, a 

couple are deciding to buy one of two otherwise equal cars. Consumer sur-

veys, statistics on repair records, and polls of experts favor the Volvo over 
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the Saab. However, a friend reports experiencing a severe mechanical prob-

lem with his Volvo. The participant is asked to provide advice to the couple. 

Preference for the Volvo indicates a tendency to rely on the large-sample 

information in spite of salient personal testimony. A preference for the Saab 

indicates reliance on the personal testimony over the opinion of experts 

and the large-sample information. The Probabilistic and Statistical Reason-

ing subtest of the CART contains both causal and noncausal base rate items.

In all versions of these base rate problems, the situation is one in which 

two probabilities, the probable diagnosticity of the case evidence and the 

prior probability, must be combined if one is to arrive at a correct decision. 

The right way is to use Bayes’ rule, or more specifically, the insight from 

Bayes’ rule—that the diagnosticity of the evidence must be amalgamated 

with the base rate. We do not wish to imply in this discussion of Bayesian 

reasoning that people do, or should, always explicitly calculate using the 

Bayesian formula in their minds. It is enough that people learn to “think 

Bayesian” in a qualitative sense—that they have what might be called 

“Bayesian instincts.” It is enough, for example, simply to realize the impor-

tance of the base rate. That would allow a person to see the critical insight 

embedded in the XYZ virus problem—that when a test with a substantial 

false alarm rate is applied to a disease with a very small base rate, then the 

majority of individuals with a positive test will not have the disease.

In short, the issue is whether people’s natural judgments of probabilities 

follow—to an order of approximation—the dictates of the theorem. It is 

understood that people making probabilistic judgments are making spon-

taneous “guesstimates.” This is the sense in which we employ the phrase 

“following Bayes’ rule.” The probability judgments of people might be 

described as consistent with Bayes’ rule without them having any knowl-

edge of the formula or being aware of any conscious calculation. All such 

items on this CART subtest require only that the respondent’s answer be in 

the right ballpark—not that it be precisely correct.

Problems with Probabilities: The Conjunction Fallacy

Another problem that is famous in the literature of cognitive psychology 

is the so-called Linda problem. The Linda problem was first investigated 

by Tversky and Kahneman (1983). The literature on it is voluminous (e.g., 

Dulany & Hilton, 1991; Girotto, 2004; Mellers, Hertwig, & Kahneman, 
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2001; Politzer & Macchi, 2000; Tentori & Crupi, 2012; Tentori, Crupi, & 

Russo, 2013):

Linda is thirty-one years old, single, outspoken, and very bright. She 

majored in philosophy. As a student, she was deeply concerned with issues 

of discrimination and social justice, and also participated in antinuclear 

demonstrations. Please rank the following statements by their probability, 

using 1 for the most probable and 8 for the least probable.

a. Linda is a teacher in an elementary school. ____

b. Linda works in a bookstore and takes Yoga classes. ____

c. Linda is active in the feminist movement. ____

d. Linda is a psychiatric social worker. ____

e. Linda is a member of the League of Women Voters. ____

f. Linda is a bank teller. ____

g. Linda is an insurance salesperson. ____

h. Linda is a bank teller and is active in the feminist movement. ____

Most people make what is called a “conjunction error” on this problem 

by rating h as more probable than c or f. Alternative h (Linda is a bank teller 

and is active in the feminist movement) is the conjunction of alternatives 

c and f. Thus, the probability of h cannot be higher than that of either c 

(Linda is active in the feminist movement) or f (Linda is a bank teller). All 

feminist bank tellers are also bank tellers, so h cannot be more probable 

than f—yet over 80 percent of the subjects in studies rate alternative h as 

more probable than f, thus displaying a conjunction error.

When subjects answer incorrectly on this problem, it is often because 

they have engaged in attribute substitution (see Kahneman & Frederick, 

2002, 2005). Attribute substitution occurs when a person needs to assess 

attribute A, but finds that assessing attribute B (which is correlated with 

A) is cognitively easier and so uses B instead. In simpler terms, attribute 

substitution amounts to substituting an easier question for a harder one. In 

this case, rather than think carefully and see the Linda problem as a proba-

bilistic scenario, subjects instead answer on the basis of a simpler similar-

ity assessment. A “feminist bank teller” seems to overlap more with the 

description of Linda than does the alternative “bank teller.”

Of course, logic dictates that the subset-superset relationship should 

trump assessments of similarity when judgments of probability are at issue. 

That is, the category “feminist bank teller” is a subset of the category “bank 
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teller.” Nevertheless, even though most subjects see this logic when it is 

pointed out to them, for many, probabilistic thinking is not instantiated 

well enough to trump the easier strategy of similarity assessment.

This is the sense in which, as discussed above, we need to emphasize that 

heuristics and biases tasks measure people’s sensitivity to probabilities—not 

merely numerical reasoning with probabilities when they are told that the 

problem involves probabilities. This point is often ignored by critics of the 

heuristics and biases literature who fail to appreciate the conceptual his-

tory behind how these tasks were originally designed. It is common to hear 

such critics claim something like: “But you can’t fault the subject for their 

response, because the subject didn’t actually see the problem as involving 

probability. The subject just saw it as a similarity task and matched feminist 

bank teller to Linda’s description.” Such critics fail to understand that the 

subject not seeing the problem as involving probabilities is precisely the 

thinking defect that the original heuristics and biases researchers sought 

to reveal with this problem! From our standpoint of designing a subtest for 

the CART, we are likewise trying to measure individual differences in the 

likelihood with which different people bring to bear probabilistic notions 

to problems they encounter. It is precisely the difference between a subject 

who sees the Linda problem as involving probabilities and the subject who 

does not that we wish to measure and quantify.

Problems with Probabilities: The Gambler’s Fallacy

Consider the following two problems:

Problem A: Imagine that we are tossing a fair coin (a coin that has a 50–50 

chance of coming up heads or tails) and it has just come up heads five times 

in a row. For the sixth toss, do you think that:

____ It is more likely that tails will come up than heads.

____ It is more likely that heads will come up than tails.

____ Heads and tails are equally probable on the sixth toss.

Problem B: When playing slot machines, people win something 1 out of 

every 10 times. Julie, however, has just won on her first three plays. What 

are her chances of winning the next time she plays? ____ out of ____
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These two problems probe whether a person is prone to the so-called 

gambler’s fallacy (or to its companion, belief in the “hot hand”)—the ten-

dency for people to see links between events in the past and events in the 

future when the two are really independent (Ayton & Fischer, 2004; Barron 

& Leider, 2010; Burns & Corpus, 2004; Croson & Sundali, 2005; Roney & 

Sansone, 2015; Xu & Harvey, 2014). Two outcomes are independent when 

the occurrence of one does not affect the probability of the other. Most 

games of chance that use proper equipment (no “crooked” roulette wheels, 

loaded dice, or fake coins, etc.) have this property. For example, the number 

that comes up on a roulette wheel is independent of the outcome that pre-

ceded it. Half the numbers on a roulette wheel are red and half are black (for 

purposes of simplification, we will ignore the green zero and double zero), 

so the odds are even (0.50) that any given spin will come up red. Yet after 

five or six consecutive reds, many bettors switch to black, thinking that it is 

now more likely to come up. This is the gambler’s fallacy: acting as if previ-

ous outcomes affect the probability of the next outcome when the events 

are independent. In this case, the bettors are wrong in their belief. The 

roulette wheel has no memory of what happened previously. Even if fifteen 

reds in a row come up, the probability of red’s coming up on the next spin 

is still 0.50. In problem A above, some people think that it is more likely 

that either heads or tails will come up after five heads. The correct answer 

is that heads and tails are equally probable on the sixth toss. Likewise, on 

problem B, the correct answer is 1 out of 10, but some subjects deviate from 

this stricture.

The gambler’s fallacy (or belief in the “hot hand”) is not restricted to the 

inexperienced. Research has shown that even habitual gamblers still display 

belief in the gambler’s fallacy (Petry, 2005; Xu & Harvey, 2014; Wagenaar, 

1988). In fact, research has shown that individuals with gambling problems 

are more likely to believe in the gambler’s fallacy than are control subjects 

(Toplak et al., 2007).

It is important to realize that the gambler’s fallacy is not restricted to 

games of chance. It operates in any domain in which chance plays a sub-

stantial role—that is, in almost everything. The genetic makeup of babies 

is an example. Psychologists, physicians, and marriage counselors often 

see couples who, after having two female children, are planning a third 

child because “We want a boy, and it’s bound to be a boy this time.” 

This, of course, is the gambler’s fallacy. The probability of having a boy 



Probabilistic and Statistical Reasoning  89

(approximately 50 percent) is exactly the same after having two girls as it 

was in the beginning (approximately 50 percent). The two previous girls 

make it no more likely that the third baby will be a boy.

Problems with Probabilities: Failure to Use Sample Size Information

Consider these two problems, developed by Tversky and Kahneman (1974):

1. A certain town is served by two hospitals. In the larger hospital, about 45 

babies are born each day, and in the smaller hospital, about 15 babies are 

born each day. As you know, about 50 percent of all babies are boys. How-

ever, the exact percentage varies from day to day. Sometimes it is higher 

than 50 percent, sometimes lower. For a period of one year, each hospital 

recorded the days on which more than 60 percent of the babies born were 

boys. Which hospital do you think recorded more such days?

a. The larger hospital

b. The smaller hospital

c. About the same

In this problem, the majority of people answer “about the same.” Peo-

ple not choosing this alternative pick the larger and the smaller hospital 

with about equal frequency. The correct answer is the smaller hospital, but 

approximately 75 percent of subjects given this problem answer incorrectly. 

These incorrect answers result from an inability to recognize the impor-

tance of sample size in the problem. Other things being equal, a larger 

sample size always more accurately estimates a population value. Thus, on 

any given day, the larger hospital, with its larger sample size, will tend to 

have a proportion of births closer to 50 percent. Conversely, a small sample 

size is always more likely to deviate from the population value. Thus, the 

smaller hospital will have more days on which the proportion of births 

displays a large discrepancy from the population value (60 percent boys, 40 

percent boys, 80 percent boys, etc.).

Consider another problem illustrating the importance of sample size:

Imagine an urn filled with balls, two-thirds of which are of one color and 

one-third of which are of another. One individual has drawn 5 balls from 

the urn and found that 4 are red and 1 is white. Another individual has 

drawn 20 balls and found that 12 are red and 8 are white. Which of the two 
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individuals should feel more confident that the urn contains two-thirds red 

balls and one-third white balls, rather than vice versa? What odds should 

each individual give?

In this problem, most people feel that the sample of 5 balls provides 

more convincing evidence that the urn is predominantly red. Actually, the 

probabilities are in the opposite direction. The odds are 8 to 1 that the urn 

is predominantly red for the 5-ball sample, but they are 16 to 1 that the urn 

is predominantly red for the 20-ball sample. Even though the proportion of 

red balls is higher in the 5-ball sample (80 percent versus 60 percent), this is 

more than compensated for by the fact that the other sample is four times 

as large and, thus, is more likely to be an accurate estimate of the propor-

tions in the urn. The judgment of most subjects, however, is dominated 

by the higher proportion of red in the 5-ball sample and does not take 

adequate account of the greater reliability of the 20-ball sample.

The sample-size problem in our Probabilistic and Statistical Reasoning 

subtest is like those in the heuristics and biases literature in that the respon-

dent has to recognize that an issue of sampling is involved. As in the hospi-

tal problem discussed above, the subject must see the problem as involving 

samples and also recognize the implications of differential sample sizes. 

This again is how heuristics and biases tasks differ from pure statistical 

knowledge measures. We could simply ask the subject if larger or smaller 

sample sizes were better, as we might in a university statistics course. This 

would be a much easier question than a traditional heuristics and biases 

item, because there would be no issue of recognition involved—the respon-

dent would not have to detect the relevance of sample size. The subject 

would be focused on its relevance by being asked directly about it. This of 

course makes for a much easier problem. As statistics instructors ourselves, 

we have commonly seen that a student may answer a direct question about 

sample size correctly in a multiple choice format, but then, when given 

something like the hospital problem, does not perceive the relevance of 

sample size and answers incorrectly.

Problems with Probabilities: Probability Matching

The probabilistic contingency experiment has many versions in psychol-

ogy (Fantino & Esfandiari, 2002; Gal & Baron, 1996; Gao & Corter, 2015; 
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Koehler & James, 2014; Newell et al., 2013; Shanks, Tunney, & McCarthy, 

2002; Tversky & Edwards, 1966). In one version, the participant sits in front 

of two lights (one red and one blue) and is asked to predict which of the 

lights will be flashed on each trial and is also told that there will be several 

dozen such trials. Participants are often paid money for correct predictions. 

The experimenter has actually programmed the lights to flash randomly, 

with the provision that the red light will flash 70 percent of the time and 

the blue light 30 percent of the time. Participants do quickly recognize that 

the red light flashes more often, and they predict that the red light will 

flash on more trials than the blue light. Most often, they switch back and 

forth, predicting the red light roughly 70 percent of the time and the blue 

light roughly 30 percent of the time. This strategy of probability matching 

is suboptimal because it ensures that, in this example, the participant will 

correctly predict only 58 percent of the time (0.7 × 0.7 + 0.3 × 0.3) com-

pared to the 70 percent hit rate that could be achieved by predicting the 

more likely color (red) on each trial.

An alternative procedure is to ask subjects about their global strategy, 

instead of requiring trial-by-trial responses. In these paradigms, verbal prob-

lems are presented with the frequencies of hypothetical outcomes either 

directly given or easily inferable from the outset. Gal and Baron (1996), 

for example, asked participants what global strategy they would use when 

betting on the most likely outcome for each roll of a die in a hypothetical 

game. In this game, a die with four red faces and two green faces was to be 

rolled several times. Approximately two-thirds of college students failed to 

use the maximizing strategy of predicting the most probable color for each 

roll of the die (Gal & Baron, 1996).

Similarly, West and Stanovich (2003) used two different probabilistic 

choice tasks and found that the utility-maximizing strategy of choosing 

the most probable alternative was not the majority response. In a story-

problem version of a probabilistic choice task where participants chose 

from among five different strategies, the maximizing response and the 

probability-matching response were each selected by a similar number of 

students (roughly 35 percent of the sample selected each). In a more con-

tinuous trial-by-trial task, the utility-maximizing response was chosen by 

only one-half as many subjects as the probability-matching response.

West and Stanovich (2003) also found that, in both versions of the task, 

participants preferring the utility-maximizing response were significantly 
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higher in cognitive ability than participants showing a probability-

matching tendency. Likewise, Koehler and James (2010) found that maxi-

mizers scored higher on Frederick’s (2005) cognitive reflection measure 

than did matchers. Rakow, Newell, and Zougkou (2010) found that higher 

working-memory capacity (strongly related to cognitive ability) was associ-

ated with the maximizing strategy, rather than matching.

These outcomes converge interestingly with the findings of Koehler 

and James (2009), that the nonnormative “probability matchers rate an 

alternative strategy (maximizing) as superior when it is described to them”  

(p. 123). Similarly, Koehler and James (2010) found that in a direct com-

parison of the two strategies, maximizing was endorsed by a majority of 

subjects after it was described to them. Also, probability matching is widely 

observed in the animal world (Gallistel, 1990), suggesting it originates in 

Type 1 processing. Thus, although there have been disputes about whether 

the maximizing strategy should really be considered normative in this task, 

the bulk of the evidence now available supports the standard practice of 

considering matching responses to be nonnormative and maximizing strat-

egies to be normative (Koehler & James, 2014; West & Stanovich, 2003).

Previous Work with Tasks Measuring Probabilistic and Statistical 

Reasoning

From the very beginning of our work on individual differences in rational 

thought, we have included various probabilistic reasoning tasks in the per-

formance batteries used in our lab (see table 1.1). Sometimes we have used 

several items to measure a single domain such as sensitivity to causal base 

rates. In other studies, we have only used a single item to measure a par-

ticular domain and then have amalgamated a variety of the domains into a 

composite measure of probabilistic reasoning performance.

For example, in one of our first studies (Stanovich & West, 1998c) we 

used seven items to form a sensitivity to causal base rates measure. One 

finding from this study that replicated several times was that this measure 

correlated with several different components of scientific thinking, which 

we will discuss in chapter 6 (Stanovich & West, 1998c, 1998d). This mea-

sure shows relationships with some of the measures of miserly processing, 

to be discussed in chapter 7 (Kokis et al., 2002; Stanovich & West, 1998c). 

It also displays a significant correlation with cognitive ability in the range 
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of 0.30–.45 (Kokis et al., 2002; Stanovich & West, 1998c). Interestingly 

though, we have consistently found that some of the thinking dispositions, 

to be discussed in chapter 11, can predict variance in causal base rate usage 

after the variance due to cognitive ability has been partialled out.

In addition to causal base rates, we have studied many of the tasks dis-

cussed earlier in this chapter. Several composite variables of performance 

on heuristics and biases tasks that we have used (e.g., Toplak et al., 2011; 

West et al., 2008) include items tapping sample size, the gambler’s fallacy, 

conjunction effects, probability matching, base rate usage, and regression 

to the mean. We have studied various aspects of probabilistic reasoning 

among children as well (Kokis et al., 2002; Toplak et al., 2014b), and also 

have occasionally studied special populations such as pathological gam-

blers (Toplak et al., 2007). These previous studies, plus a half dozen or more 

pilot investigations, formed the basis for our choice of items on the Proba-

bilistic and Statistical Reasoning subtest of the CART.

The Probabilistic and Statistical Reasoning Subtest of the CART

The eighteen items on the Probabilistic and Statistical Reasoning subtest 

of the CART (see the appendix for sample items) were distributed as fol-

lows: four items assess the ability to avoid probability-matching tendencies 

and instead choose a maximizing strategy; five items assess the ability to 

avoid the gambler’s fallacy; four items assess the ability to properly assign 

probabilities to conjunctions; three items assess sensitivity to base rates; 

one item assesses sensitivity to sample size considerations; and one item 

assesses the ability to see regression to the mean as an explanation of per-

formance changes.

To assess the tendency toward probability matching versus maximizing, 

we used two formats common in this research tradition—a trial-by-trial 

selection procedure and an overall strategy choice procedure. In assessing 

base rate sensitivity, we used two causal base rate problems that had base 

rates implied but not numerically specified. We also used one noncausal 

base rate problem where the base rate was numerically specified. Our con-

junction problems used both frequency formats (see Sloman et al., 2003) 

and probability estimation formats.

Each item on this subtest is scored as correct or incorrect, resulting in total 

raw scores that vary from 0 to 18. The subtest was run in an unpublished 
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study in our laboratory, RT58,1 involving 486 university students as sub-

jects (approximately 70 percent were paid $30 for their participation and 

the rest were subject pool volunteers). The mean raw score was 10.6 (SD = 

3.3). The reliability of our Probabilistic and Statistical Reasoning subtest 

was 0.73 (Cronbach’s alpha). Items varied widely in difficulty, from 18.7 

percent correct (on the noncausal base rate problem) to 91.2 percent correct 

(on one of the gambler’s fallacy items).

In the same study, we examined the correlation of the Probabilistic 

and Statistical Reasoning subtest with other measures. These correlations  

are displayed in the first column of the correlation matrix presented in 

table 5.1.

The Probabilistic and Statistical Reasoning subtest displayed a correlation 

of 0.41 with SAT total scores and an even higher correlation of 0.51 with 

the eleven-item Reflection versus Intuition subtest of the CART described 

in chapter 7.

The Probabilistic and Statistical Reasoning subtest displayed significant 

correlations with three of the four measures of contaminated mindware dis-

cussed in chapter 10: –0.33 with the Superstitious Thinking subtest; –0.40 

with the Antiscience Attitudes; and –.30 with the Conspiracy Beliefs subtest 

(p < 0.001 in all cases). Only the Dysfunctional Personal Beliefs subtest 

(omitted from the table) failed to correlate significantly with the Probabilis-

tic and Statistical Reasoning subtest (–0.03).

Table 5.1
Correlations between the probabilistic and statistical reasoning subtest and other 

variables in RT58

1 2 3 4 5 6 7

1. Probabilistic Reasoning

2. SAT Total .41

3. Reflection vs. Intuition .51 .49

4. Superstitious Thinking –.33 –.24 –.28

5. Antiscience Attitudes –.40 –.37 –.38 .42

6. Conspiracy Beliefs –.30 –.26 –.31 .45 .37

7. Actively Open-Minded Thinking .39 .27 .33 –.41 –.63 –.32

8. Deliberative Thinking .33 .28 .34 –.12 –.41 –.12 .53

Note: All of the correlations are statistically significant. Ns vary from 458 to 485.
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The Probabilistic and Statistical Reasoning subtest displayed signifi-

cant correlations with two of the four supplemental thinking dispositions 

assessed on the CART (see chapter 11): 0.39 with the Actively Open-Minded 

Thinking scale; and 0.33 with Deliberative Thinking subtest (p < 0.001 in 

both cases). The Future Orientation scale (0.06) and the Differentiation of 

Emotions scale (0.03) both failed to correlate significantly with the Proba-

bilistic and Statistical Reasoning subtest.

Because previous investigations have found that males tend to score bet-

ter in probabilistic reasoning and probabilistic numeracy than females (Gal 

& Baron, 1996; Weller et al., 2013; West & Stanovich, 2003), we analyzed 

scores on our Probabilistic and Statistical Reasoning subtest for these dif-

ferences. Consistent with previous findings in the literature, we found that 

the mean score of the 181 males (11.7, SD = 3.5) was significantly higher 

than the mean score of the 305 females (10.0, SD = 3.0), t(484) = 5.55, p 

< 0.001, Cohen’s d = 0.521. However, the males in our sample were also 

higher in cognitive ability. Of those reporting SAT total scores, we found 

that the mean score of the 172 males (1,185, SD = 139) was significantly 

higher than the mean score of the 295 females (1,127, SD = 136), t(465) 

= 4.47, p < 0.001. The correlation of –0.24 between sex and performance 

on the Probabilistic and Statistical Reasoning subtest was reduced to –0.18 

when SAT total score was controlled but still remained significant at the 

0.001 level.

As indicated in the appendix, the number of CART points on this subtest 

corresponds to the raw score on the subtest. We will present more data on 

the associations displayed by this subtest in chapters 12 and 13 when we 

report studies of a short-form version and full-form version of the CART.
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Chapter  6
Scientific  Reasoning

Although they are central to rational thinking, the probabilistic and statisti-

cal judgment tasks discussed in the previous chapter still miss some areas of 

the heuristics and biases literature that are of immense importance. Many 

of these areas have to do with the evaluation of evidence, hypothesis for-

mation, and theory testing. Our Scientific Reasoning subtest encompasses 

these domains.

Despite tapping different skills, the Scientific Reasoning subtest dis-

cussed in this chapter does, however, share certain characteristics with 

the Probabilistic and Statistical Reasoning subtest in one important way. 

Both strongly implicate knowledge, but they also strongly implicate con-

flict detection, override, and hypothetical thinking. As with probabilistic 

reasoning, the fact that the items on this subtest tap process as well as 

knowledge is intended and is not a flaw. People can have knowledge of the 

principles of scientific inquiry (control groups, falsification) without the 

propensity to use them, or without the propensity to see situations in terms 

of scientific thinking. A typical heuristics and biases task attempts to tap 

the propensity as well as the knowledge. So, for example, we would not 

include an item in our subtest where the subject simply defines the term 

“control group,” as in a college course final exam. Instead, we might pit 

control group thinking against confounded group thinking in a task that 

does not make this distinction salient. People who may give an accurate 

definition might well tend not to see certain problems as requiring control 

group thinking. It is just this variance in sensitivity to seeing a problem in 

need of scientific thinking that we want to assess.

Our Scientific Reasoning subtest does assess Bayesian reasoning, but in 

a slightly different manner than the probabilistic reasoning tasks discussed 

in chapter 5. Whereas those tended to focus on the proper amalgamation 
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of base rate information, scientific reasoning tasks tend to focus on the 

likelihood ratio of Bayes’ rule. To understand what the likelihood ratio is, 

we have to introduce an alternate form of Bayes’ theorem.

We have seen in the previous chapter how the failure to weight diagnos-

tic evidence with the base rate probability is an error of Bayesian reason-

ing. However, sometimes it is not the base rate that is the problem but the 

processing of the data that should lead to belief updating. To illustrate this 

thinking error, we will utilize a different form of Bayes’ rule—one arrived 

at by simple mathematical transformation. The formula in chapter 5 was 

written in terms of the posterior probability of the focal hypothesis (H) 

given a new datum (D). It is of course possible to write the formula in terms 

of the posterior probability of the nonfocal hypothesis (~H) given a new 

datum (D):

P ~H D
P(~H)*P D ~H

P(~H)*P D ~H P(H)*P D H
( ) = ( )

( ) + ( )

By dividing the two formulas we can arrive at the most theoretically 

transparent form of Bayes’ formula (see Fischhoff & Beyth-Marom, 1983)—

one that is written in so-called odds form:

P H/D
P ~H/D

P H
P ~H

*
P D/H

P D/~H
( )

( )
= ( )

( )
( )

( )

In this ratio, or odds form, from left to right, the three ratio terms rep-

resent the posterior odds favoring the focal hypothesis (H) after receipt of 

the new data (D); the prior odds favoring the focal hypothesis; and the 

so-called likelihood ratio (LR), composed of the probability of the data 

given the focal hypothesis divided by the probability of the data given the 

alternative hypothesis. Specifically:

posterior odds = P H( / D) / P( H/ D)∼

prior odds = P H( ) / P( H)∼

likelihood ratio = P(D/ H) / P(D/ H)∼

The formula tells us that the odds favoring the focal hypothesis (H) after 

receipt of the data are arrived at by multiplying together the other two 

terms—the likelihood ratio and the prior odds favoring the focal hypothesis:

posterior odds favoring the focal hypothesis = prior odds × LR
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We will now proceed to discuss several aspects of scientific thinking that 

are not assessed by the probabilistic reasoning measures described in chap-

ter 5. However, because we have just introduced the odds form of Bayes’ 

rule, we will begin with a reasoning error that is best understood in the 

context of this form of the rule. The error is that, when evaluating the diag-

nosticity of evidence (that is, the likelihood ratio: P(D/H)/P(D/~H)), people 

often fail to appreciate the relevance of the denominator term, P(D/~H). 

They fail to see the necessity of evaluating the probability of obtaining the 

data observed if the focal hypothesis were false.

Problems in Scientific Reasoning: Ignoring P(D/~H)

A large research literature has demonstrated that the tendency to ignore 

the probability of the evidence given that the nonfocal hypothesis is true—

P(D/~H)—is a ubiquitous psychological tendency. For example, Doherty 

and Mynatt (1990) used a simple paradigm in which subjects were asked to 

imagine that they were a doctor examining a patient with a red rash. They 

were shown four pieces of evidence and were asked to choose which pieces 

of information they would need in order to determine whether the patient 

had the disease “Tigirosa.”1 The four pieces of information were:

The percentage of people with Tigirosa.

The percentage of people without Tigirosa.

The percentage of people with Tigirosa who have a red rash.

The percentage of people without Tigirosa who have a red rash.

These pieces of information corresponded to the four terms in the Bayes-

ian formula: P(H), P(~H), P(D/H), and P(D/~H). Because P(H) and P(~H) 

are complements, only three pieces of information are necessary to calcu-

late the posterior probability. However, P(D/~H)—the percentage of peo-

ple who have a red rash among those without Tigirosa—clearly must be 

selected because it is a critical component of the likelihood ratio in Bayes’ 

formula. Nevertheless, 48.8 percent of the individuals who participated in 

the Doherty and Mynatt (1990) study failed to select the P(D/~H) card (45.7 

percent in the Stanovich & West, 1998d, study). Thus, to many subjects pre-

sented with this problem, the people with a red rash but without Tigirosa 

do not seem relevant—they seem (mistakenly) to be a nonevent.
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The importance of P(D/~H) often seems counterintuitive. People have to 

be taught that it is important or else their default is to ignore it. Consider 

the following problem:

Imagine yourself meeting David Maxwell. Your task is to assess the probabil-

ity that he is a university professor based on some information that you will be 

given. This will be done in two steps. At each step you will get some infor-

mation that you may or may not find useful in making your assessment. 

After each piece of information, you will be asked to assess the probability 

that David Maxwell is a university professor.

Step 1:  You are told that David Maxwell attended a party in which  

25 male university professors and 75 male business executives  

took part, 100 people all together. Question: What do you think  

the probability is that David Maxwell is a university professor?  

____ percent

Step 2:  You are told that David Maxwell is a member of the Bears Club. 

70 percent of the male university professors at the above-mentioned 

party were members of the Bears Club, and 90 percent of the male busi-

ness executives at the party were members of the Bears Club. Question: 

What do you think the probability is that David Maxwell is a university 

professor? ____ percent

This problem is used in studies to assess whether people can deal cor-

rectly (or at all) with the P(D/~H) information (Beyth-Marom & Fischhoff, 

1983; Stanovich & West, 1998d). The first step is simple. The probability of 

the focal hypothesis is 0.25, because 25 of the 100 are university professors. 

It is step two that is the tricky one. It might seem that, because 70 percent of 

the male university professors were members of the Bears Club and that this 

percentage is greater than 50 percent, the probability that David Maxwell 

is a university professor should go up—that it should now be judged to be 

higher than the base rate of 25 percent. But that would be making the error 

of ignoring P(D/~H). In fact, it is more likely that a business executive is a 

member of the Bears Club. Being a member of the Bears Club is more diag-

nostic of being a business executive than a university professor, so it actually 

lowers the probability of the latter. The likelihood ratio here is less than 1 

(0.70/.90), so the odds against David Maxwell being a university professor, 
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after the information about the Bears Club is received, get worse—from 1 

to 3 against (0.25/.75) to:

posterior odds = likelihood ratio × prior odds

posterior odds = (0.70/.90) × (0.25/.75)

posterior odds = 0.175/.675 = 1 to 3.86

In terms of the probability version of Bayes’ rule, the proper Bayesian 

adjustment is from 0.25 in step 1 to 0.206 in step 2 [(.70 × 0.25)/(.70 × 0.25 

+ 0.90 × 0.75)]. In a study that our research group ran using this problem 

(Stanovich & West, 1998d), we found that only 42 percent of the sample 

moved their probability assessments in the right direction and lowered it 

from 0.25 after receiving the evidence. Many subjects raised their prob-

abilities after receiving the evidence, indicating that their focus was on the 

relatively high value of P(D/H)—.70—and that they failed to contextualize 

this conditional probability with the even higher value of P(D/~H).

Here is a parallel problem that is tricky, but in a slightly different way, 

and it again tests whether people understand the implications of the likeli-

hood ratio, and more specifically, the importance of P(D/~H):

Imagine yourself meeting Mark Smith. Your task is to assess the probability 

that he is a university professor based on some information that you will be 

given. 

Step 1:  You are told that Mark Smith attended a party in which 80 male 

university professors and 20 male business executives took part,  

100 people all together. Question: What do you think the probability is 

that Mark Smith is a university professor? ____

Step 2:  You are told that Mark Smith is a member of the Bears Club.  

40 percent of the male university professors at the above mentioned 

party were members of the Bears Club, and 5 percent of the male busi-

ness executives at the party were members of the Bears Club. Question: 

What do you think the probability is that Mark Smith is a university 

professor? ____

In this problem, reliance on the base rate at step 1 would result in an 

estimate of 0.80. Step 2 is structured so that although the likelihood ratio 

is considerably greater than 1 (0.40/.05), P(D/H) is less than 0.50. This 

might suggest to someone ignoring P(D/~H)—which is in fact lower than 

P(D/H)—that these data should decrease the probability that David is a 



102  Chapter 6

university professor. In fact, the proper Bayesian adjustment is from 0.80 

in step one to 0.97 in step two ([.40 × 0.80]/[.40 × 0.80 + 0.05 × 0.20]). Any 

adjustment upward from step 1 to step 2 would suggest that the subject 

had been attentive to P(D/~H). Moving in the right direction is all that is 

necessary to show that one is a Bayesian thinker. However, in the study that 

our research group ran using this problem (Stanovich & West, 1998d), we 

found that only 30 percent of the sample moved their probability assess-

ments in the right direction, that is, raised it from 0.80 after receiving the 

evidence. Note that these problems provide examples of the point made in 

the last chapter—that Bayesian reasoning is signaled simply by the quali-

tative movement in the right direction; there is no requirement that the 

subject actually use Bayes’ rule or that he or she make a precisely accurate 

calculation. When scoring problems of this type on the CART, we require 

only that the subject moves in the right direction for the response to be 

scored as correct.

The failure to attend to the alternative hypothesis—to the denominator 

of the likelihood ratio when receiving evidence—is not a trivial reasoning 

error. Paying attention to the probability of the observation under the alter-

native hypothesis is a critical component of clinical judgment in medicine 

and many other applied sciences. It is the reason we use control groups. It is 

essential to know what would have happened if the variable of interest had 

not been changed. Both clinical and scientific inference is fatally compro-

mised if we have information about only the treated group.

Problems in covariation detection paradigms (included in our Scientific 

Reasoning subtest) also reflect the tendency for people to ignore essen-

tial comparative (control group) information—the equivalent of ignoring 

P(D/~H). For example, in a much researched covariation detection para-

digm (Levin, Wasserman, & Kao, 1993; Shanks, 1995; Wasserman, Dorner, 

& Kao, 1990), subjects are shown a 2 × 2 matrix summarizing the data from 

an experiment examining the relation between a treatment and patient 

response:

Condition improved No improvement

Treatment given 200 75

No treatment 50 15

The numbers in the matrix represent the number of people in each 

cell. Specifically, 200 people were given the treatment and their condition 
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improved, 75 people were given the treatment and no improvement 

occurred, 50 people were not given the treatment and their condition 

improved, and 15 people were not given the treatment and no improve-

ment occurred. In covariation detection experiments, subjects are asked to 

indicate whether the treatment was effective. Many think that the treat-

ment in this example is effective. They focus on the large number of cases 

(200) in which improvement followed the treatment. Secondarily, they 

focus on the fact that more people who received treatment showed improve-

ment (200) than showed no improvement (75). Because this probability 

(200/275 = 0.727) seems high, subjects are enticed into thinking that the 

treatment works. Such an approach ignores the probability of improvement 

given that treatment was not given. Since this probability is even higher 

(50/65 = 0.769), the particular treatment tested in this experiment can be 

judged to be completely ineffective. The tendency to ignore the outcomes 

in the no-treatment cells and focus on the large number in the treatment/

improvement cell seduces many people into viewing the treatment as effec-

tive when in fact it is not.

Hypothesis Testing and Falsifiability

Just as people have difficulty learning to assess data in light of an alterna-

tive hypothesis, people have a hard time thinking about evidence and tests 

that could falsify their focal hypotheses. Instead, people tend to seek to 

confirm theories rather than falsify them. Performance on Wason’s (1966) 

four-card selection task is often interpreted as indicating this tendency. The 

task was described in chapter 2 and it has been investigated in dozens, if 

not hundreds, of studies (Evans, 1972, 1996, 2007a; Evans, Newstead, & 

Byrne, 1993; Johnson-Laird, 1999, 2006; Klauer, Stahl, & Erdfelder, 2007; 

Oaksford & Chater, 1994, 2007; Stanovich & West, 1998a). Recall that the 

abstract version of the problem is often presented as follows. Imagine four 

rectangles, each representing a card lying on a table. Each one of the cards 

has a letter on one side and a number on the other side. Here is a rule: 

“If a card has a vowel on its letter side, then it has an even number on its 

number side.” Two of the cards are letter-side up, and two of the cards are 

number-side up. The subject’s task is to decide which card or cards must be 

turned over in order to find out whether the rule is true or false. The four 

cards confronting the subject have the stimuli K, A, 8, and 5 showing.
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The correct answer is A and 5 (the only two cards that could show the 

rule to be false), but the majority of subjects answer, incorrectly, A and 

8 (showing a so-called matching bias). The next most common response 

selection is the A card only. The 8 and 5 cards are the difficult choices. 

Many people get these two cards wrong. They mistakenly think that the 8 

card must be chosen. More importantly, the 5 card, which most people do 

not choose, is absolutely essential but is often not chosen. The 5 card might 

have a vowel on the back and, if it did, the rule would be shown to be false 

because all vowels would not have even numbers on the back. In short, to 

show that the rule is not false, the 5 card must be turned.

Although many alternative theories exist (see Evans, 2007a; Johnson-

Laird, 1999, 2006; Klauer, Stahl, & Erdfelder, 2007; Oaksford & Chater, 

1994, 2007; Stanovich, 1999), one of the oldest theories that certainly plays 

at least some role in the poor performance on the selection task is that peo-

ple focus on confirming the rule. This is why they turn the 8 card (in hopes 

of confirming the rule by observing a vowel on the other side) and turning 

the A card (in search of the confirming even number). What they do not 

set about doing is selecting the card that would falsify the rule—a thought 

pattern that would immediately suggest the relevance of the 5 card (which 

might contain a disconfirming vowel on the back). Although people might 

perform poorly for many reasons, regardless of which of these descriptive 

theories explains the error, there is no question that a concern for falsifi-

ability would rectify the error.

Understanding How Science Converges on an Explanation

The principle of converging evidence describes how research results are syn-

thesized in science: No one experiment is definitive, but each helps us to 

rule out at least some alternative explanations and, thus, aids in the process 

of homing in on the truth. The use of a variety of methods makes scientists 

more confident that their conclusions rest on a solid empirical foundation.

Research is highly convergent when a series of experiments consistently 

supports a given theory while collectively eliminating the most important 

competing theory. Although no single experiment can rule out all alterna-

tive explanations, taken collectively, a series of partially diagnostic experi-

ments can lead, if the data patterns line up in a certain way, to a strong 

conclusion. For example, suppose that five different theoretical accounts 
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(call them A, B, C, D, and E) of a given set of phenomena exist at one time 

and are investigated in a series of experiments. Suppose that one experi-

ment represents a strong test of theories A, B, and C, and that the data 

largely refute theories A and B and support C. Imagine also that another 

experiment is a particularly strong test of theories C, D, and E, and that the 

data largely refute theories D and E and support C. In such a situation, we 

would have strong converging evidence for theory C. Not only do we have 

data supportive of theory C, but we have data that contradict its major 

competitors. No one experiment tests all the theories, but taken together, 

the entire set of experiments allows a strong inference.

By contrast, if both experiments represented strong tests of B, C, and E, 

and the data of both experiments strongly supported C and refuted B and 

E, the overall support for theory C would be less strong than in our previ-

ous example. The reason is that, although we have data supporting theory 

C, we have no strong evidence ruling out two viable alternative theories 

(A and D). Thus, research is highly convergent when a series of experi-

ments consistently supports a given theory while collectively eliminating 

the most important competing explanations.

Previous Work with Tasks Measuring Scientific Reasoning

From the very beginning of our work on individual differences in rational 

thought, we have included various scientific reasoning tasks in the per-

formance batteries used in our lab, including some obvious ones not dis-

cussed here. For example, it will be unsurprising that items tapping the 

ability to avoid inferring causation from correlational evidence are part of 

the Scientific Reasoning subtest of the CART. Sometimes we have used a 

variety of items to measure a single domain such as covariation detection, 

for example. In other studies, we have only used a single item to measure 

a particular domain and then have amalgamated the domains into a com-

posite measure of performance on a variety of scientific reasoning items.

For example, in some of our first rational thinking studies (Stanovich & 

West, 1998a, 1998c, 1998d) we examined covariation detection skill, effi-

cient hypothesis testing (isolating variables), sensitivity to P(D/~H), and 

falsification tendencies in the four-card selection task. We found that all of 

these skills covaried significantly. These measures also showed relationships 

with some of the measures of miserly processing (to be discussed in chapter 
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7) (Sá et al., 1999; Stanovich & West, 1998c, 1998d). They also displayed 

significant correlations with cognitive ability (Stanovich & West, 1998c, 

1998d, 1999, 2008b).

We have used several composite variables of performance on these tasks 

(often mixing them with probabilistic reasoning items) in our previous stud-

ies (e.g., Stanovich & West, 1998c; Toplak et al., 2011; West et al., 2008). We 

have studied various aspects of scientific reasoning in special populations 

such as pathological gamblers (Toplak et al., 2007). These previous stud-

ies, plus a half dozen or more pilot investigations, formed the basis for our 

choice of items on the Scientific Reasoning subtest of the CART.

The Scientific Reasoning Subtest of the CART

The Scientific Reasoning subtest (see the appendix for sample items) receives 

a maximum of 20 points on the CART. Seventeen of those 20 points were 

distributed across seventeen items as follows: four items tapping falsifica-

tion tendencies in the four-card selection task (two deontic and two non-

deontic); two items tapping knowledge of the logic of converging evidence; 

three items tapping the tendency to avoid drawing causal inferences from 

correlation evidence; five items tapping the tendency to accurately assess 

the likelihood ratio by processing P(D/~H); and three problems that tap the 

tendency to use control-group reasoning. The remaining three points on 

the subtest were derived from a twenty-five-item measure of covariation 

detection ability (like that used by Stanovich & West, 1998d).

We have discussed most of these areas of scientific reasoning earlier 

in this chapter. One of the three control-group reasoning problems was 

inspired by the work of Lehman, Lempert, and Nisbett (1988) and two were 

inspired by the work of Tschirgi (1980). In the latter study, subjects were 

given vignettes in which a story character observed an outcome and had 

to test a hypothesis about the importance of variables to an outcome. The 

subject is asked to choose one of three ways to test this hypothesis the 

next time the situation occurs. The three alternatives correspond to three 

alternative hypothesis testing strategies: changing all the variables (CA), 

holding one thing at a time constant (HOLDONE), and vary one thing at 

a time (VARYONE). The CA strategy is clearly nonnormative. However, in 

this simplified situation, both the HOLDONE and VARYONE strategies are 
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equally normative (see Baron, 1985, pp. 142–144). Therefore, we scored 

both the HOLDONE and VARYONE responses as correct.

The five items tapping the tendency to accurately assess the likelihood 

ratio by processing P(D/~H) used three paradigms: a choice paradigm like 

that of Doherty and Mynatt (1990), discussed previously; probability esti-

mation items like the David Maxwell problem, discussed previously; and 

two questions were derived using a 2 × 2 matrix summarizing the data from 

an experiment examining the relation between a treatment and patient 

response, also discussed previously. In the latter, we used numbers in the 

matrix that had the logic of the above example. If subjects were ignoring 

P(D/~H), then the relatively large number (200) in the A cell would suggest 

an efficacious treatment. But if subjects were paying attention to P(D/~H)—

that is, 50/65—then they would be able to see that the treatment is actually 

inefficacious.

Three points on the Scientific Reasoning subtest of the CART were derived 

from a twenty-five-item measure of covariation detection ability. Judging 

event interrelationships is a critical component of much thinking in the 

everyday world and has been the subject of much investigation (see Allan, 

1993; Alloy & Tabachnik, 1984; Cheng & Novick, 1992). We used a para-

digm where people are given covariation information that is presented in 

a 2 × 2 contingency table. In one of the classic studies using this paradigm, 

Wasserman, Dorner, and Kao (1990) devised a situation where the subject 

had to determine whether a particular drug improved the condition of pso-

riasis. The contingency information concerned the number of rats who had 

or had not been given the drug and the number who had improved or not 

improved. We adapted this paradigm by adding to each problem the con-

text of a real-life issue.2 Subjects were then asked to evaluate the degree of 

association between two variables in the data of twenty-five research stud-

ies. For example, in one problem the subjects were presented with data on 

whether couples who live together before marriage tend to have successful 

marriages. Subjects were told to imagine that a researcher had sampled 225 

couples and found the following:

Successful marriages Divorced

Lived together 100 50

Did not live together 25 50
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The subject then judged the extent of the relationship between living 

together before marriage and successful marriages in these data on a scale 

ranging from –10 (strong negative association) to +10 (strong positive asso-

ciation) and centered on 0 (no association). The remaining twenty-four 

problems dealt with a variety of hypotheses (e.g., that secondary smoke is 

associated with lung problems in children; that eating spicy foods is associ-

ated with stomach problems; that early birth order is associated with high 

achievement; that getting chilled is associated with catching a cold; that 

watching violent television is associated with violent behavior).

Previous experiments have indicated that subjects weight the cell infor-

mation in the order: cell A > cell B > cell C > cell D (from upper left to lower 

right, reading across)—with cell D reliably receiving the least weight and/

or attention (see Kao & Wasserman, 1993; Levin et al., 1993; Wasserman et 

al., 1990). The tendency to ignore cell D is nonnormative, as indeed is any 

tendency to differentially weight the four cells. The normatively appropri-

ate strategy (see Allan, 1980; Kao & Wasserman, 1993; Shanks, 1995) is 

to use the conditional probability rule—subtracting from the probability 

of the target hypothesis when the indicator is present, the probability of 

the target hypothesis when the indicator is absent. Numerically, the rule 

amounts to calculating the ∆p statistic of conditional probability: [A/(A+B) 

– C/(C+D)] (see Allan, 1980). For example, the ∆p value for the problem pre-

sented above is +.333, indicating a moderately strong positive association. 

The ∆p values used in the 25 problems ranged from –0.600 (strong negative 

association) to 0.600 (strong positive association), and were a set of those 

used by Wasserman et al. (1990), but the absolute numbers in the cells were 

different. The main measure of each subject’s performance on this task was 

the correlation of their individual 25 contingency judgments with the 25 

∆p values.

In an unpublished study in our laboratory (RT58, the same study dis-

cussed in chapter 5) involving 486 university students as subjects, the mean 

of the subject’s individual correlations between ∆p and their individual con-

tingency judgments was 0.540 (SD = 0.289) and the median correlation was 

0.598. It is important to note that this mean of the individual correlations 

is substantially lower than the aggregate correlation between ∆p and the 

mean item evaluation (0.93 collapsed across all 486 subjects).

As indicated in the appendix, the covariation detection task was weighted 

with a maximum of 3 points. Correlations of contingency judgments with 
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∆p ≥ 0.75 received 3 points; correlations ≥ 0.45 and < 0.75 received 2 points; 

correlations ≥ 0.10 and < 0.45 received 1 point; and correlations < 0.10 

received no points.

The 3 points allotted to covariation detection means that the Scientific 

Reasoning subtest has a maximum of 20 points. Like the Probabilistic and 

Statistical Reasoning subtest, the raw score on the Scientific Reasoning sub-

test and its CART points are the same. In the unpublished study mentioned 

previously, the mean raw score on this subtest was 10.7 (SD = 3.4). The 

reliability of our Scientific Reasoning subtest was 0.66 (Cronbach’s alpha). 

Items varied widely in difficulty, from 22.4 percent correct (on the nonde-

ontic abstract four-card selection task problem) to 92.6 percent correct (on 

one of the three control-group reasoning problems).

In the same study, we examined the correlation of the Scientific Reason-

ing subtest with other measures. Those correlations are displayed in table 

6.1. The Scientific Reasoning subtest displayed a substantial 0.61 correla-

tion with the Probabilistic and Statistical Reasoning subtest discussed in 

chapter 5. It displayed a correlation of 0.44 with SAT total scores and an 

even higher correlation of 0.55 with the eleven-item Reflection versus Intu-

ition subtest of the CART described in chapter 7 (p < 0.001 in all cases).

The Scientific Reasoning subtest displayed significant correlations (p < 

0.001 in all cases) with three of the four measures of contaminated mind-

ware discussed in chapter 10: –0.35 with the Superstitious Thinking subtest; 

–0.43 with the Antiscience Attitudes; and –0.29 with the Conspiracy Beliefs 

Table 6.1
Correlations between the scientific reasoning subtest 

and other variables in RT58

Scientific 

Reasoning

Probabilistic Reasoning .61

SAT Total .44

Reflection vs. Intuition .55

Superstitious Thinking –.35

Antiscience Attitudes –.43

Conspiracy Beliefs –.29

Actively Open-Minded Thinking .42

Deliberative Thinking .37

Note: All of the correlations are statistically significant 

at the .001 level. Ns vary from 467 to 486.
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subtest (p < 0.001 in all cases). The Scientific Reasoning subtest displayed 

significant correlations with two of the four supplemental thinking disposi-

tions assessed on the CART (see chapter 11): 0.42 with the Actively Open-

Minded Thinking scale; and 0.37 with Deliberative Thinking subtest.

Because there were sex differences on the Probabilistic and Statistical 

Reasoning subtest (see chapter 5), we also analyzed scores on the Scien-

tific Reasoning subtest for these differences. We found that the mean score 

of the 181 males (11.2, SD = 3.6) was significantly higher than the mean 

score of the 305 females (10.3, SD = 3.2), t(484) = 2.82, p < 0.001. However, 

the magnitude of the difference was lower on the Scientific Reasoning sub-

test than on the Probabilistic and Statistical Reasoning subtest (Cohen’s d 

= 0.264 versus 0.521). Similar effects sizes of 0.25, 0.32, and 0.38 will be 

reported in studies discussed in chapters 12 and 13.

As noted in chapter 5, the males in our sample were also higher in cog-

nitive ability. In that chapter, we described how the sex difference on the 

Probabilistic and Statistical Reasoning subtest remains after the difference 

in SAT total scores was controlled. This was not the case with the Scien-

tific Reasoning subtest. Here, the significant correlation of –0.13 (p < 0.01) 

between sex and performance on the Scientific Reasoning subtest was 

reduced to a nonsignificant –0.05 when SAT total score was controlled.

We will present more data on the associations displayed by this subtest 

in chapters 12 and 13, when we report studies of a short-form version and 

full-form version of the CART.



7  Avoidance of Miserly Information Processing:  
Direct Tests
Chapter  7
Avoidance  of  Miserly  Information  Processing

In the previous two chapters, we have discussed components of the CART 

that are classic heuristics and biases tasks in that they heavily implicate 

detection of conflicting responses, override of intuitive responses, and the 

presence of mindware. That is, as can be seen in figure 4.1 (where these 

tasks occupy the upper right-hand corner), superior performance on the 

Probabilistic and Statistical Reasoning subtest as well as on the Scientific 

Reasoning subtest requires rational processing strategies as well as specific 

types of declarative knowledge. This is why these two domains span the two 

left columns of table 4.1. In this chapter and the next, we will introduce 

the components of the CART that comprise the far left column of table 4.1. 

That column represents tasks that are not as balanced in their processing 

and knowledge components as are probabilistic and scientific reasoning. 

Performance on these tasks depends much more heavily on conflict detec-

tion, override abilities, and hypothetical thinking than on the presence of 

specific knowledge bases.

In this chapter, we will take up four tasks that provide some of the more 

direct measures of the avoidance of miserly processing that have been 

introduced into the literature. The tasks are a reflection versus intuition 

measure; a syllogistic reasoning task with belief bias; a task assessing the 

avoidance of ratio bias; and a disjunctive reasoning measure. As is clear 

from figure 4.1, these tasks all have heavy processing requirements despite 

varying quite a bit in their dependence on knowledge.

The Reflection versus Intuition Subtest

We designed the Reflection versus Intuition subtest for the CART based on 

the original cognitive reflection measure introduced by Frederick (2005). 
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His Cognitive Reflection Test (CRT) was originally designed to measure 

the tendency to override a prepotent response alternative that is incorrect 

and to engage in further reflection that leads to the correct response. We 

discussed this three-item measure, in particular the bat-and-ball problem, 

in chapter 3. The bat-and-ball item was the quintessential item from the 

CRT and was first discussed by Kahneman and Frederick (2002) in a paper 

that reframed the heuristics and biases literature in terms of the concept of 

attribute substitution. This problem and the two others in the subtest (the 

widget problem and the lilypad problem) seem at first glance to be similar 

to the well-known insight problems in the problem solving literature, but 

they in fact display a critical difference. Classic insight problems (see Gil-

hooly & Fioratou, 2009; Gilhooly & Murphy, 2005) do not usually trigger an 

attractive alternative response. Instead, the participant sits lost in thought 

trying to reframe the problem correctly, as in, for example, the classic nine 

dot problem. Frederick’s three cognitive reflection items became of great 

interest to researchers working in the heuristics and biases tradition because 

they required that a strong intuitive response be overridden.

In short, cognitive reflection problems fit the logic of heuristics and 

biases tasks, as articulated in chapter 3, seemingly in a fairly pure form. 

That is, such problems seemingly keep the influence of stored knowledge 

rather low (although in figure 4.1 we classify our version as intermediate 

in this respect). Because it seems a relatively potent measure of conflict 

detection, it has not been surprising that Frederick’s measure has corre-

lated with many rational thinking tasks, especially those deriving from the 

heuristics and biases tradition. Frederick (2005) observed that with as few 

as three items, his CRT could predict performance on measures of tempo-

ral discounting, the tendency to choose high expected-value gambles, and 

framing effects. Other studies have found cognitive reflection measures to 

be significantly associated with expected value choices; probabilistic rea-

soning; the endorsement of profit maximizing strategies; the avoidance of 

the illusion of explanatory depth; nonsuperstitious thinking; performance 

calibration; the avoidance of vividness effects; and general numeracy (Baldi 

et al., 2013; Cokely et al., 2012; Fernbach et al., 2013; Koehler & James, 

2010; Liberali et al., 2012; Mata, Ferreira, & Sherman, 2013; Moritz et al., 

2013; Pennycook et al., 2012; Shenhav, Rand, & Greene, 2012).

Our own studies of Frederick’s three-item measure have been among the 

most comprehensive in the literature. Toplak, West, and Stanovich (2011) 
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formed a composite variable of fifteen separate rational thinking tasks from 

many different domains in the heuristics and biases literature. Our com-

posite measure was heavily weighted with probabilistic reasoning items, 

but contained some scientific reasoning items (e.g., covariation detection) 

as well as items tapping the avoidance of miserly processing (e.g., framing, 

ratio bias). The three-item CRT displayed a correlation of 0.42 with this 

rational thinking composite. It was a better predictor of rational thinking 

than either measures of intelligence or measures of executive functioning. 

Several of the regression analyses conducted indicated that the three-item 

CRT could predict rational thinking performance independent not only of 

intelligence but also of executive functioning and thinking dispositions. In 

fact, in all of the analyses, the CRT by itself accounted for more unique vari-

ance than the block of cognitive ability measures (intelligence and execu-

tive function)—an astoundingly predictive performance for a three-item 

measure! This is why we included such a cognitive reflection measure as 

part of our operationalization of rational thinking in the CART.

In a follow-up study, Toplak, West, and Stanovich (2014a) found a cor-

relation between the three-item CRT and a somewhat different rational 

thinking composite score (one weighted more toward miserly thinking 

than toward probabilistic reasoning) of 0.52. This again was a higher corre-

lation than that achieved by an intelligence measure (the Wechsler Abbre-

viated Scales of Intelligence, WASI).

Cognitive reflection measures do display moderate correlations with 

measures of intelligence. Frederick (2005) reported a correlation of 0.44 

between three-item CRT performance and SAT total scores, as well as a 0.43 

correlation between CRT scores and performance on the Wonderlic IQ test 

(see also Obrecht, Chapman, & Gelman, 2009).

The studies listed in table 7.1 are all studies in which we were experi-

menting with different items and versions of a cognitive reflection mea-

sure with a view toward creating a subtest for the CART. The items varied 

from scale to scale across the studies. Occasionally, we also examined the 

composite of the original three-item scale to give us an anchor during the 

development of new items. The cognitive ability measures were varied but 

included the Wechsler Abbreviated Scales of Intelligence, executive func-

tion measures, Raven’s Matrices, self-reported SAT total scores, verified SAT 

total scores, and the Wonderlic IQ test. As can be seen from the table, the 

correlations ranged from 0.31 to 0.61 (18 of 23 correlations were between 

0.35 and 0.55). The samples in table 7.1 were all university students.
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Table 7.1
Correlations between versions of the cognitive reflection measures used in our lab 

and cognitive ability

Study
Cognitive Ability 
Measure

Cognitive 
Reflection 
Measure

Sample 
Size Correlation

Toplak, West, & 
Stanovich (2014a)

Wechsler 
Abbreviated Scales 
of Intelligence 
(WASI)

7-item scale 160 .50

Toplak, West, & 
Stanovich (2014a)

WASI original 
3-item scale

160 .48

Toplak, West, & 
Stanovich (2014a)

WASI new 4-item 
scale

160 .41

West, Meserve, & 
Stanovich (2012)

reported SAT total 
score

original 
3-item scale

482 .45

Toplak, West, & 
Stanovich (2011)

WASI original 
3-item scale

346 .32

Toplak, West, & 
Stanovich (2011)

WASI + Executive 
function 
composite

original 
3-item scale

346 .40

RT57 reported SAT total 
score

10-item scale 371 .45

RT56 reported SAT total 
score

8-item scale 238 .48

RT56 Raven’s Matrices 8-item scale 162 .43

RT55 reported SAT total 
score

7-item scale 146 .43

RT55 verified SAT total 
score

7-item scale 101 .61

RT55 n-back task 7-item scale 142 .35

RT54 reported SAT total 
score

7-item scale 407 .43

RT54 verified SAT total 
score

7-item scale 345 .54

RT54 n-back task 7-item scale 396 .31

RT53 reported SAT total 
score

7-item scale 264 .37

RT53 Wonderlic IQ Test 7-item scale 264 .32

RT51 reported SAT total 
score

7-item scale 439 .37
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Study
Cognitive Ability 
Measure

Cognitive 
Reflection 
Measure

Sample 
Size Correlation

RT50 reported SAT total 
score

7-item scale 371 .41

RT50 Raven’s Matrices 7-item scale 371 .37

RT48 reported SAT total 
score

7-item scale 181 .56

RT48 Raven’s Matrices 7-item scale 294 .49

RT47 reported SAT total 
score

original 
3-item scale

482 .45

Note: RT labels are the labels of unpublished studies from our lab.

Table 7.1 (continued)

The magnitude of these correlations (keeping in mind that they are 

attenuated given the restricted range) is perhaps surprising; it certainly 

seems on their face that most cognitive reflection items do not put extreme 

stress on sustained decoupling. It may be, though, that intelligence is 

related to conflict detection in this task. Evans (2007b) has labeled two of 

the possible loci of intelligence associations as the quality and quantity 

hypotheses. First, individuals higher in cognitive ability may be more likely 

to compute the correct response given that they have engaged in Type 2 

processing (what Evans calls the “quality hypothesis” regarding cognitive 

ability). The second (what Evans calls the “quantity hypothesis”) is that 

individuals higher in cognitive ability are more likely to see the need for 

Type 2 processing. The quality hypothesis might not be much implicated in 

CRT performance, but the quantity hypothesis certainly is—thus boosting 

the correlation with intelligence.

What Evans’s (2007b) account leaves out, however, is the third locus: 

missing mindware. The presence of mindware might well be related to 

cognitive ability, creating an association with intelligence. In chapter 3, 

we speculated that some researchers may have underestimated the role of 

mindware in cognitive reflection. Cognitive reflection measures are often 

treated as pure measures of miserly processing. We have not made this 

assumption, however, as indicated in figure 4.1, where we posit that these 

measures are at least moderately dependent on mindware. For example, 

in chapter 3 we argued that even the simple bat-and-ball problem will be 

affected by the differential instantiation of numeracy skills. That some 
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people find math calculations to be second nature while others do not will 

affect how easy the problem is. Cognitive reflection measures are probably 

robust predictors of performance on heuristics and biases tasks because 

they tap many of the different processing components discussed in chapter 

3. Many investigators have suggested that the task is a complex indicator.

Investigations of the underlying processing components of cognitive 

reflection are still ongoing (Stupple, Gale, & Richmond, 2013), but it is 

now clear that whatever such tasks tap, it appears to be central to many 

aspects of thinking rationally (Frederick, 2005; Toplak et al., 2011, 2014a). 

Nevertheless, there are problems on the horizon for Frederick’s three-item 

CRT. The items are becoming extremely well known—especially the famous 

bat-and-ball item. The latter is used in countless classroom demonstrations, 

and it has appeared in many magazines and famous books—most notably 

Daniel Kahneman’s rightly lauded and extensively reviewed Thinking, Fast 

and Slow (2011). From the standpoint of reliability, three items is obviously 

too few. Finally, in some populations, the overall score on the three-item 

version might be floored. Frederick (2005) reported the mean performance 

on the three items across a variety of academic institutions and found that, 

for example, students at Michigan State University and Bowling Green State 

University on average got fewer than one item out of three correct. The 

mean for the University of Toledo was just 0.57. Clearly, using the three-

item version in high schools and community colleges will be problematic 

in terms of floor effects.

For the purposes of the CART, the three-item CRT is clearly inadequate 

(see Primi et al., 2015). However, we have been working on an alternative 

version for some time, and it has become what we term the Reflection ver-

sus Intuition subtest of the CART. The history of our eleven-item Reflec-

tion versus Intuition subtest begins with the Toplak et al. (2014a) study, 

where we showed that it was possible to construct a seven-item cognitive 

reflection measure, one that includes the original three items reported by 

Frederick (2005) and four others without the extensive research track record 

of the original problems. Of the four new items in Toplak et al. (2014a), 

one is retained in the CART, and revised analogues of the other three were 

also used in the CART. In that study, we examined the ability of a seven-

item version (CRT7) to predict performance on seven rational thinking 

tasks from the heuristics and biases literature and whether the four new 

items (CRT4) add to the variance explained by the original three (CRT3). 



Avoidance of Miserly Information Processing  117

To situate the seven-item version within the overall space of individual dif-

ferences, we also assessed cognitive ability (intelligence) and a variety of 

thinking dispositions.

Most indications were that the CRT4 items could be combined with 

the CRT3 items. Toplak et al. (2014a) found that the median correlation 

among the seven items of CRT7 was 0.27 and Cronbach’s alpha was a sub-

stantial 0.72. The CRT7 was a more potent predictor of a rational thinking 

composite score (made up of several heuristics and biases tasks) than was 

either cognitive ability or thinking dispositions. After the latter variables 

were entered into the regression equation, CRT7 still explained substantial 

unique variance (11.4 percent).

The CRT7 did seem to be an improvement on the CRT3. There may be a 

variety of reasons why this is so. First, the longer measure should be more 

reliable. Also, as discussed earlier, the CRT3 is known to be a hard test and 

scores on it are very low even among elite student populations (Frederick, 

2005). The CRT4, on the other hand, is at least somewhat easier than the 

CRT3. The mean probability of answering an item correctly on the CRT3 

was 0.17, whereas the mean probability of answering an item correctly on 

the CRT4 was 0.24. The CRT3 and CRT4 had a substantial 0.58 correlation.

The CRT7 score had moderately sizable correlations (0.57 and 0.42, 

respectively) with two other tasks (belief bias syllogisms and ratio bias) that 

are also direct measures of miserly processing (see table 4.1). Table 7.2 pres-

ents the correlations between versions of cognitive reflection measures and 

both belief bias and ratio bias (to be discussed later in this chapter) in sev-

eral of our published and unpublished studies. Also included in the table 

are correlations with a version of a disjunctive reasoning subtest that is 

included in the CART (also to be discussed later in this chapter).

The Reflection versus Intuition subtest of the CART contains eleven 

items (see the appendix for sample items). We included in this subtest ana-

logues of the problems used in CRT4 of Toplak et al. (2014a). The remaining 

seven items were new, but some were based on the same strategies used by 

Frederick (2005) to construct the original CRT. Others were devised by us 

or inspired by the problem solving literature (but with the caution to try to 

avoid insight problems that do not prime an alternative response).

We investigated this eleven-item version in an unpublished study with 

the lab code RT58 in which 477 subjects (70 percent of them paid for their 

participation) completed the Reflection versus Intuition subtest. The mean 
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Table 7.2
Correlations between versions of cognitive reflection tasks and other measures of 

rational thinking with heavy detection, override, and hypothetical thinking 

requirements

Study
Rational Thinking 
Measure

Cognitive 
Reflection 
Measure

Sample 
Size Correlation

Correlations with Belief Bias Syllogisms

Toplak, West, & 
Stanovich 
(2014a)

Belief Bias in 
Syllogistic Reasoning

7-item scale 160 .57

Toplak, West, & 
Stanovich 
(2014a)

Belief Bias in 
Syllogistic Reasoning

original 
3-item scale

160 .55

Toplak, West, & 
Stanovich 
(2014a)

Belief Bias in 
Syllogistic Reasoning

new 4-item 
scale

160 .48

Toplak, West, & 
Stanovich 
(2011)

Belief Bias in 
Syllogistic Reasoning

original 
3-item scale

346 .36

RT55 Belief Bias in 
Syllogistic Reasoning

7-item scale 144 .36

RT54 Belief Bias in 
Syllogistic Reasoning

7-item scale 407 .40

RT51 Belief Bias in 
Syllogistic Reasoning

7-item scale 439 .34

RT50 Belief Bias in 
Syllogistic Reasoning

7-item scale 371 .37

RT48 Belief Bias in 
Syllogistic Reasoning

7-item scale 294 .42

Correlations with Ratio Bias

Toplak, West, & 
Stanovich 
(2014a)

Ratio Bias 
(5 items)

7-item scale 160 .42

Toplak, West, & 
Stanovich 
(2014a)

Ratio Bias 
(5 items)

original 
3-item scale

160 .37

Toplak, West, & 
Stanovich 
(2014a)

Ratio Bias 
(5 items)

new 4-item 
scale

160 .38

RT50 Ratio Bias 
(5 items)

7-item scale 371 .22

RT48 Ratio Bias 
(5 items)

7-item scale 294 .33
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Study
Rational Thinking 
Measure

Cognitive 
Reflection 
Measure

Sample 
Size Correlation

Correlations with Disjunctive Reasoning

RT50 Disjunctive Reasoning 
(5 items)

7-item scale 371 .31

RT48 Disjunctive Reasoning 
(5 items)

7-item scale 294 .30

Note: RT labels are the labels of unpublished studies from our lab.

Table 7.2 (continued)

raw score was 3.1 (SD = 2.5). The reliability of our Reflection versus Intu-

ition subtest was 0.73 (Cronbach’s alpha). That these items were function-

ing as measures of reflection versus intuition and not as insight problems is 

indicated by the fact that the intuitive response was the dominant incorrect 

response in ten of the eleven items. For those ten, the intuitive response as 

a percentage of the incorrect responses was, in increasing magnitude: 62.8 

percent, 72.6 percent, 73.4 percent, 73.7 percent, 75.3 percent, 87.3 per-

cent, 89.9 percent, 92.0 percent, 92.1 percent, and 95.5 percent.

In the same study, the Reflection versus Intuition subtest displayed a 

correlation of 0.49 with SAT total scores and even higher correlations of 

0.51 and 0.55 with the Probabilistic and Statistical Reasoning subtest and 

Scientific Reasoning subtest, respectively. We will present more data on the 

associations displayed by this subtest in chapters 12 and 13 when we report 

studies of a short-form version and full-form version of the CART. As indi-

cated in the Appendix, the CART score on this subtest is equal to the num-

ber of items answered correctly, with a maximum score of 10.

The Belief Bias in Syllogistic Reasoning Subtest

In syllogistic reasoning tasks, subjects are presented with premises and then 

asked if the conclusion follows logically from them. To transform the task 

from a pure reasoning task (of the type that might be on an intelligence 

test) into a measure of rational thinking, researchers add a belief bias com-

ponent. Specifically, they use conclusions that contradict world knowledge 

when the syllogism is valid and conclusions that are consistent with world 

knowledge when the syllogism is invalid.
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Consider the following syllogism:

Premise 1: All living things need water.

Premise 2: Roses need water.

Therefore, roses are living things.

If you are like about 70 percent of the university students who have been 

given this problem, you will think that the conclusion is valid. If you did 

think that it was valid, you would be wrong.1 Premise 1 states that all living 

things need water, not that all things that need water are living things. So, 

just because roses need water, it does not follow from Premise 1 that they 

are living things. Consider the following syllogism with exactly the same 

structure:

Premise 1: All insects need oxygen.

Premise 2: Mice need oxygen.

Therefore, mice are insects.

Here it seems pretty clear that the conclusion does not follow from the 

premises. The same thing that made the rose problem so hard made the 

mice problem easy. Logical validity is not about the believability of the 

conclusion—it is about whether the conclusion necessarily follows from 

the premises. In both of these problems, prior knowledge about the nature 

of the world (that roses are living things and that mice are not insects) is 

implicated in a type of judgment that is supposed to be independent of 

content: judgments of logical validity. In the rose problem, prior knowl-

edge was interfering, and in the mice problem prior knowledge was facilita-

tive. The rose syllogism exemplifies the logic of heuristics and biases tasks 

discussed in chapter 3: it creates a conflict between a natural, intuitive 

response and a more considered, normative response.

Syllogisms where validity and prior knowledge are in conflict assess 

an important thinking skill—the ability to maintain focus on reasoning 

through a problem without being distracted by our natural tendency to use 

the easiest cue (our natural tendency to be cognitive misers). Such prob-

lems probe our tendencies to rely on attribute substitution (Kahneman & 

Frederick, 2002) when the instructions tell us to avoid it. In these prob-

lems, the easiest cue to use is simply to evaluate whether the conclusion is 

true in the world. Validity is the harder concept to process, but it must be 

focused on while the easier cue of conclusion believability is ignored and/

or suppressed. The task thus puts quite a stress on sustained decoupling, 
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accounting for the finding (to be discussed below) that such tasks have 

substantial associations with measures of cognitive ability.

It is important to realize that the rose-type syllogism is not the type 

of syllogism that would appear on an intelligence test. It is the type of 

item more likely to appear on a critical thinking test, where the focus is on 

assessing thinking tendencies and cognitive styles. The relative openness 

of the item in terms of where to focus (on the truth of the conclusion or 

the validity of the argument) is a desired feature in a rational thinking test 

(where it’s a feature, not a bug). The relative reliance on reasoning versus 

context when it is miserly to default to the latter is precisely what we want 

to assess on a rational thinking test. However, this relative openness would 

be unwanted on an intelligence test where the focus is on (ostensibly) the 

raw power to reason when there is no ambiguity about what constitutes 

optimal performance. On an intelligence test (or any aptitude measure or 

cognitive capacity measure) the syllogism would be stripped of content 

into “All As are Bs” form. Alternatively, unfamiliar content would be used, 

such as this example with the same form as the “rose” syllogism:

Premise 1: All animals of the hudon class are ferocious.

Premise 2: Wampets are ferocious.

Therefore, wampets are animals of the hudon class.

Items like this strip away the “multiple minds in conflict” aspect of the 

problem that is the distinguishing feature of the rose syllogism. Problems 

that do not involve such conflict tap only the power of the algorithmic 

mind and fail to tap important aspects of the reflective mind. For example, 

our research has shown that performance on rose-type syllogisms can be 

predicted by thinking dispositions that are part of the reflective mind such 

as cognitive flexibility, open-mindedness, context independence, and need 

for cognition (Kokis et al., 2002; Sá et al., 1999; Macpherson & Stanovich, 

2007; Stanovich & West, 1998c, 2008a). Finally, although the rose syllo-

gism may seem like a toy problem, it indexes a cognitive skill of increasing 

importance in modern society: the ability to reason from the information 

given and at least temporarily put aside what we thought before we received 

new information (Stanovich, 2004).

When we began investigating belief bias in syllogistic reasoning as an 

aspect of rational thinking from the perspective of individual differences 

(Stanovich & West, 1998c), there was already a substantial literature on 
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belief bias effects (Evans, Barston, & Pollard, 1983; Evans et al., 1993; Mar-

kovits & Bouffard-Bouchard, 1992; Markovits & Nantel, 1989; Newstead, 

Pollard, Evans, & Allen, 1992; Oakhill, Johnson-Laird, & Garnham, 1989; 

Revlin, Leirer, Yopp, & Yopp, 1980). Subjects were known to be more likely 

to endorse a conclusion that was not logically valid if it conformed to world 

knowledge and/or was believable than if the conclusion contradicted world 

knowledge. The phenomenon was already known to be robust, but little 

attention had been paid to individual differences in the effect.

In our original investigation (Stanovich &West, 1998c), we adapted 

eight problems from the work of Markovits and Nantel (1989). Four of the 

problems had conclusions that did not follow logically but had believable 

conclusions. That is, they were like the rose syllogism discussed above. The 

other four problems were valid but had unbelievable conclusions (e.g., All 

mammals walk; Whales are mammals; Conclusion: Whales walk). Subjects 

were instructed to decide whether the conclusion follows logically from the 

premises (or not), assuming that the premises are all true.

We have used a variety of indices of the ability to overcome the effects of 

belief bias in syllogistic reasoning. As mentioned, in this initial investiga-

tion we simply used all items that had a conflict between the believability 

of the conclusion and the validity of the syllogism. In later investigations, 

we sometimes used both consistent and inconsistent syllogisms—that is, 

items where believability and validity primed the same response, and items 

where believability and validity were in conflict. In some investigations 

where we tested both types of syllogism, we used a difference score as the 

index of belief bias. Finally, in our most recent investigations (and in the 

CART), we have simply used the total score on an equal number of consis-

tent and inconsistent items as the index of the ability to reason logically 

with content-laden material. We will explain the theoretical reasons for 

the choice of this scoring index shortly. However, the correlation of this 

task with other rational thinking tasks and with other cognitive ability and 

thinking dispositions measures depends little upon the scoring index that 

is used.

From the very beginning of our investigations, syllogistic reasoning with 

belief bias content has correlated with numerous other heuristics and biases 

tasks that we have studied. Importantly, though, and as we would expect 

from the nature of the task as well as Spearman’s positive manifold, perfor-

mance on belief bias syllogistic reasoning problems has also consistently 
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shown moderate correlations with cognitive ability. As syllogistic reasoning 

is a quintessential reasoning task (at least with abstract content), we would 

be surprised if it did not correlate with cognitive ability.

Table 7.3 presents a series of correlations between performance on syl-

logisms with belief bias content and various measures of cognitive ability. 

The specific index of syllogistic reasoning with belief bias varied from study 

to study. However, as can be seen from the table, despite this variation, the 

correlations were consistently moderate in magnitude (the vast majority 

were between 0.30 and 0.50).

Throughout our work on belief bias in syllogistic reasoning we have con-

sistently found correlations between reasoning performance and various 

thinking dispositions. Although these correlations are not nearly as large 

as those found with cognitive ability, they are often statistically significant. 

Sometimes we have found that various thinking dispositions can explain 

variance in performance after the variance accounted for by cognitive abil-

ity has been partialled out (Kokis et al., 2002; Sá et al., 1999; Stanovich & 

West, 1998c; West et al., 2008; Toplak et al., 2014b). The top part of table 

7.4 presents some of the zero-order correlations with thinking dispositions 

that we have found.

From the very beginning of our investigations, we have found that per-

formance on belief bias syllogisms tends to correlate with a variety of heu-

ristics and biases tasks. However, as is clear from table 4.1, in our framework 

for the CART, we conceive of this syllogistic reasoning task as a task with 

heavy processing requirements relevant to the tendency to avoid miserly 

information processing. We saw in table 7.2 that it displays substantial cor-

relations with the cognitive reflection measures, another key indicator of 

the ability to avoid miserly information processing. The other two tasks 

that are strong indicators of miserly processing are the ratio bias and dis-

junctive reasoning tasks, both to be discussed below. Table 7.4 also pres-

ents the correlations between these two measures of miserly processing and 

performance on belief bias syllogisms. These correlations were consistently 

positive and statistically significant.

Throughout the years, we have made small revisions in the original stim-

uli used by Stanovich and West (1998c). However, for the current CART, we 

have made more extensive revisions in how we measure belief bias with 

syllogisms. These improvements are reflected in the final set of stimuli that 

we chose for the Belief Bias Syllogistic Reasoning subtest of the CART.



124  Chapter 7

Table 7.3
Correlations between versions of the belief bias syllogisms and measures of cognitive 

ability

Study
Cognitive 
Ability Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

Stanovich & 
West (1998c) 
Experiment 1

Composite 
Measure of 
Raven’s Matrices, 
SAT total scores, 
and Nelson-
Denny 
Comprehension

8 Inconsistent 
items

192 .50

Stanovich & 
West (1998c) 
Experiment 2

SAT total scores 8 Inconsistent 
items

529 .41

Stanovich & 
West (1998c) 
Experiment 4

Composite 
Measure of 
Raven’s Matrices, 
SAT total scores, 
and Nelson-
Denny 
Comprehension

8 Inconsistent 
items

211 .33

Sá, West, & 
Stanovich 
(1999)

Cognitive ability 
1 (CA1): WAIS-R 
(block design 
and vocabulary) 
Cognitive ability 
2 (CA2): Raven’s 
Matrices and 
checklist 
vocabulary

Difference 
index: C–I 
8 Inconsistent 
items 
8 Consistent 
items 
8 Neutral items

124 .45 (CA1) 
.50 (CA2)

Stanovich & 
West (2008a)

SAT total scores Inconsistent 
correct 
12 Inconsistent 
items 
12 Consistent 
items 
8 Neutral items

420 .46

Macpherson 
& Stanovich 
(2007)

WASI (matrix 
and vocabulary)

Inconsistent 
correct 
8 Inconsistent 
items 
8 Consistent 
items

195 .41
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Table 7.3 (continued)

Study
Cognitive 
Ability Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

Kokis, 
Macpherson, 
Toplak, West, 
& Stanovich 
(2002)

WISC-III (block 
design and 
vocabulary)

Inconsistent 
correct 
(child adapted, 
logical alien 
version) 
4 Inconsistent 
4 Consistent 
(ceiling)

108 
children 
(gifted 
classes, 
grades 
5, 6, 8)

.43

Stanovich & 
West (2008b)

reported SAT 
total scores

Difference 
index: 
C–I 
8 Inconsistent 
items 
8 Consistent 
items 
8 Neutral items

436 .28 (C–I) 
.45 
(Inconsistent 
items) 
.25 
(Consistent 
items) 
.39 (Neutral 
items)

Toplak, West, 
& Stanovich 
(2011)

WASI (matrix 
and vocabulary) 
CA2 (WASI and 
WM composite)

5 Inconsistent 
items

346 .35 (WASI) 
.36 (CA2)

Toplak, West, 
& Stanovich 
(2014a)

WASI (matrix 
and vocabulary)

8 Inconsistent 
items

160 .44

West, Toplak, 
& Stanovich 
(2008)

SAT total scores 12 Inconsistent 
items

793 .44

Toplak, West, 
& Stanovich 
(2014b)

WASI (matrix 
and vocabulary)

8 Inconsistent 
items

204 
children 
(grades 
2–9)

.42

RT50 reported SAT 
total scores

16 Items 
(Balanced 
Consistent and 
Inconsistent)

371 .31

RT50 Raven’s Matrices 16 Items 
(Balanced 
Consistent and 
Inconsistent)

371 .26
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Table 7.4
Correlations between versions of the belief bias syllogisms, thinking dispositions, 

and other measures of rational thinking with heavy detection, override, and hypo-

thetical thinking requirements

Study Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

Correlations with Thinking Dispositions

Stanovich & 
West (1998c) 
Experiment 1

Thinking 
Dispositions 
Composite

8 Inconsistent 
items

192 .28

Stanovich & 
West (1998c) 
Experiment 2

Thinking 
Dispositions 
Composite

8 Inconsistent 
items

545 .33

Stanovich & 
West (1998c) 
Experiment 4

Thinking 
Dispositions 
Composite

8 Inconsistent 
items

211 .12

Study
Cognitive 
Ability Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

RT49 reported SAT 
total scores

16 Items 
(Balanced 
Consistent and 
Inconsistent)

170 .42

RT49 Raven’s Matrices 16 Items 
(Balanced 
Consistent and 
Inconsistent)

170 .53

RT48 reported SAT 
total scores

16 Items 
(Balanced 
Consistent and 
Inconsistent)

181 .44

RT48 Raven’s Matrices 16 Items 
(Balanced 
Consistent and 
Inconsistent)

294 .35

Note: RT labels are the labels of unpublished studies from our lab. All correlations 

scored in positive direction.

Table 7.3 (continued)
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Study Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

Sá, West, & 
Stanovich 
(1999)

Actively 
Open-Minded 
Thinking 
composite 
(AOT, 68-item 
version)

Difference 
index: C–I 
8 Inconsistent 
items 
8 Consistent 
items 
8 Neutral items

124 .32

Stanovich & 
West (2008a)

AOT (41 items) 
Need for 
Cognition Scale 
(NCog, 18 
items)

Inconsistent 
correct 
12 Inconsistent 
items 
12 Consistent 
items 
8 Neutral items

420 .23 (AOT) 
.21 (NCog)

Macpherson 
& Stanovich 
(2007)

AOT (41 items) 
NCog (18 
items)

Inconsistent 
correct 
8 Inconsistent 
items 
8 Consistent 
items

195 .21 (AOT) 
.19 (NCog)

Kokis, 
Macpherson, 
Toplak, West, 
& Stanovich 
(2002)

Child versions: 
AOT (30-item) 
NCog (9-item)

Inconsistent 
correct 
(child adapted, 
logical alien 
version) 
4 Inconsistent

108 
children 
(gifted 
classes, 
grades 5, 
6, 8)

.40 (AOT) 
–.08 (NCog)

Toplak, West, 
& Stanovich 
(2011)

AOT (41 items) 
Consideration 
of Future 
Consequences 
(12-items)

5 Inconsistent 
items

346 .12 (AOT) 
.15 (CFC)

Toplak, West, 
& Stanovich 
(2014a)

AOT (41 items) 
NCog (18 
items) 
Consideration 
of Future 
Consequences 
(12-items)

8 Inconsistent 
items

160 .26 (AOT) 
.24 (NCog) 
.26 (CFC)

West, Toplak, 
& Stanovich 
(2008)

AOT (41 items) 
NCog (18 
items)

12 Inconsistent 
items

793 .21 (AOT) 
.24 (NCog)

Table 7.4 (continued)
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Study Measure

Syllogistic 
Reasoning with 
Belief Bias 
Measure

Sample 
Size Correlation

Toplak, West, 
& Stanovich 
(2014b)

Child versions: 
AOT (30-item); 
NCog (9-item)

8 Inconsistent 
items

204 
children 
(grades 
2–9)

.31 (AOT) 
–.04 (NCog)

Correlations with Ratio Bias

Toplak, West, 
& Stanovich 
(2014a)

Ratio Bias 
(5-items)

8 Inconsistent 
items

160 .33

Toplak, West, 
& Stanovich 
(2014b)

Ratio Bias 
(6-trials)

8 Inconsistent 
items

204 
children 
(grades 
2–9)

.27

RT50 Ratio Bias 
(5-trials)

16 Items 
(Balanced 
Consistent and 
Inconsistent)

371 .13

RT49 Ratio Bias 
(5-trials)

16 Items 
(Balanced 
Consistent and 
Inconsistent)

170 .44

RT48 Ratio Bias 
(5-trials)

16 Items 
(Balanced 
Consistent and 
Inconsistent)

294 .23

Correlations with Disjunctive Reasoning

RT50 Disjunctive 
Reasoning 
(5-trials)

16 Items 
(Balanced 
Consistent and 
Inconsistent)

371 .19

RT48 Disjunctive 
Reasoning 
(5-trials)

16 Items 
(Balanced 
Consistent and 
Inconsistent)

294 .25

Note: All correlations scored in positive direction.

Table 7.4 (continued)
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First, we have made some alterations in the instructions to emphasize 

the importance of ignoring the believability of the conclusion. We have 

also used items that have pronounceable nonwords for the middle term as 

a means of controlling for premise believability. This is a procedure recom-

mended by Evans et al. (2001), Heit and Rotello (2014), and Newstead et 

al. (1992). We believe there is a modest advantage to these slightly new 

procedures even though the correlations obtained with these syllogisms are 

indistinguishable from those used in our older published and unpublished 

studies.2

We made a major change in the scoring of the syllogistic reasoning items 

for this subtest of the CART. In many of the studies listed in tables 7.3 and 

7.4, we used only inconsistent syllogisms—syllogisms where the believabil-

ity of the conclusion and the validity of the syllogism were in conflict. In 

such studies, we simply used the total number of correct responses to these 

inconsistent items. In other studies, however, we used equal numbers of 

inconsistent and consistent items. Often, however, even in these studies, 

we simply used the number of correct responses on inconsistent items as 

the key measure. Once in a while, as in the Sá et al. (1999) study in table 

7.3, we used a difference score: the number of correct responses to the con-

sistent items minus the number of correct responses to the inconsistent 

items (shown as C–I in the table).

We now believe that neither of these indices is optimal. The reason is 

that in the two-alternative forced-choice problems that we use, two dif-

ferent miserly processing biases are at work. The first is the one that is 

discussed extensively in the reasoning literature: the tendency to respond 

based on the believability of the conclusion. Such a bias would lead the 

subject to answer each of the consistent items correctly and each of the 

inconsistent items incorrectly. The latter are constructed so that valid items 

have unbelievable conclusions (leading such a subject to respond “invalid” 

incorrectly) and so that invalid items have believable conclusions (leading 

such a subject to respond “valid” incorrectly).

However, another bias plays a role in the task. In the survey literature, 

it would probably be called “response acquiescence.” In our paradigm, it is 

the tendency to evaluate all the syllogisms as valid (see Evans et al., 1999). 

This is a marked tendency that shows up in all of our studies. For example, 

an optimal subject—one answering all of the items correctly—would say 

“valid” eight times and “invalid” eight times on a sixteen-item task with 
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equal number of consistent and inconsistent items. Likewise, a subject 

with an extreme believability bias would answer “valid” eight times and 

“invalid” eight times. The trend in our data, however, is for the mean num-

ber of “valid” responses to be substantially above eight. This indicates that 

there is a miserly validity bias in our data, as well as a miserly believability 

bias. That there is a validity response bias operating in this task is also per-

haps suggested by the fact that intelligence correlates with correct respond-

ing to items having “invalid” as the correct response (DA and AC items: 

denying the antecedent and affirming the consequent) but does not cor-

relate with correct responding to MT items (modus tollens) where “valid” is 

the correct response (Attridge & Inglis, 2014; Newstead et al. 2004).

With these two biases operating simultaneously in our data, a problem 

with our previous scoring systems becomes apparent. The logic of this prob-

lem can be seen in table 7.5. The top row of the table indicates that a sub-

ject with the most extreme validity bias—that is, a subject who responded 

“valid” on every trial—would get four consistent items correct on a per-

fectly balanced sixteen-item test. The same subject would get four incon-

sistent items correct. The top row of the table indicates that such a subject 

would have a belief bias difference score of 0 and have a total score of 8 

items correct. A subject with the other miserly processing bias—a believ-

ability bias—would score drastically differently. Such a subject would get 8 

consistent items correct but no inconsistent items correct, thus having the 

same total score of 8 but an extremely different belief bias difference score 

of 8 as well. Finally, the last row of the table indicates the performance 

Table 7.5
The effects of the two different miserly biases on syllogistic reasoning scores

Consistent 
Items Correct

Inconsistent 
Items Correct

Belief Bias 
Difference 
Score

Total Items 
Correct

Validity Bias 
(subject says “valid” 
on every trial)

4 4 0 8

Believability Bias 
(subject goes with 
believability on every 
trial)

8 0 8 8

Optimal Responding 
(correct on every trial)

8 8 0 16
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of the optimal subject, one answering correctly every time. Such a subject 

ends up with a belief bias difference score of 0 and sixteen items correct.

The problem with the previous two scoring systems that we have used is 

apparent from the rows of table 7.5. Using only the inconsistent items as an 

index of belief bias in syllogistic reasoning, we see that the optimal subject 

receives a score of 8 and that a subject with an extreme believability bias 

receives a score of 0, which seems right. However, what does not seem right 

is that a subject with a bias that seems at least equally miserly—a subject 

with a validity response bias—receives a score of 4 on this index. Four of 

the inconsistent items are valid and four are invalid, and thus if a subject 

with an extreme validity bias answers “valid” each time, he or she gets four 

of the eight inconsistent items correct, a substantially higher score than the 

subject with an extreme believability bias (who receives a score of 0).3

Using the belief bias difference score seems even worse. The optimally 

responding subject receives a belief bias difference score of 0, and the sub-

ject with extreme believability bias receives a belief bias difference score of 

8. Again, this seems right. But notice that a subject with an extreme valid-

ity bias receives a belief bias difference score of 0—the same score received 

by a subject responding optimally. This, of course, is a drastic flaw in this 

particular index of performance. This is why we have come to rely on the  

total items correct as the primary indicator of performance in this task. 

As can be seen in the far right column of table 7.5, this index gives the 

optimally responding subject a score of 16 and subjects with each of the 

miserly biases receive a score of 8. Thus the total score does not favor one 

miserly bias over the other. This would seem to be what we are looking for 

in a subtest that is in part indexing the avoidance of miserly processing. 

Thus, the scoring of this task uses the total score, combining consistent and 

inconsistent items.

We investigated our sixteen-item Belief Bias in Syllogistic Reasoning sub-

test (see the appendix for sample items) in an unpublished study (Turk2) of 

108 subjects on the Amazon Mechanical Turk (there were more subjects in 

this study, but they received different versions of this task). The mean raw 

score was 11.8 (SD = 2.9). The reliability of the subtest was 0.73 (Cronbach’s 

alpha). In the same study, we examined the correlation of the Belief Bias 

in Syllogistic Reasoning subtest with other measures that were completed 

by the same subjects. It displayed a correlation of 0.57 with the Reflec-

tion versus Intuition subtest. The Belief Bias in Syllogistic Reasoning subtest 
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displayed correlations of 0.31 and 0.48 with two subtests to be described 

later in this chapter: the Ratio Bias subtest and the Disjunctive Reasoning 

subtest. We will present more data on the associations displayed by this 

subtest in chapters 12 and 13 when we report studies of short-form and 

full-form versions of the CART. As indicated in the appendix, the maximum 

CART score on this subtest is 8 points; the appendix indicates how the raw 

score (which ranges from 0 to 16) is transformed into CART points.

The Ratio Bias Subtest

As previously discussed, rationality often requires that that we override 

responses based on Type 1 processing. But override is a capacity-demanding 

operation, and any tendencies toward miserly processing in a situation 

where override is required will likely result in a failure to substitute a 

superior response for the intuitive one. One of several phenomena in the 

heuristics and biases literature that illustrates the failure of sustained over-

ride is the phenomenon of ratio bias. Epstein and colleagues (Denes-Raj & 

Epstein, 1994; Kirkpatrick & Epstein, 1992; Pacini & Epstein, 1999) demon-

strated that it can result in a startling failure of rational judgment.4 Adults 

in several of these experiments were presented with two bowls that each 

contained clearly identified numbers of jelly beans. In the first were 9 white 

jelly beans and one red jelly bean. In the second were 92 white jelly beans 

and 8 red jelly beans. A random draw was to be made from one of the two 

bowls and if the red jelly bean was picked, the participant would receive a 

dollar. The participant could choose which bowl to draw from. Although 

the two bowls clearly represent a 10 percent and an 8 percent chance of 

winning a dollar, a number of subjects chose the 100-bean bowl (8 percent 

chance), thus reducing their chance of winning.

The majority did pick the 10 percent bowl, but a healthy minority (from 

30 to 40 percent of the participants) picked the 8 percent bowl. Although 

most of these participants in the minority were at least somewhat aware 

(see Bonner & Newell, 2010) that the large bowl was statistically a worse 

bet, that bowl also contained more enticing winning beans—the 8 red ones 

instead of just one. In short, the tendency to respond to the absolute num-

ber of winners, for these participants, trumped the formal rule (pick the one 

with the best percentage of reds) that they knew was the better choice. The 

ratio bias phenomenon is often viewed as a form of denominator neglect 



Avoidance of Miserly Information Processing  133

(see Reyna & Brainerd, 2008), and sometimes goes by that name in the 

literature.

Many subjects were aware of the poorer probability but failed to resist 

picking the large bowl, as indicated by comments from some of them such 

as the following: “I picked the one with more red jelly beans because it 

looked like there were more ways to get a winner, even though I knew there 

were also more whites, and that the percents were against me” (Denes-Raj 

& Epstein, 1994, p. 823). Ratio bias thus seems to be a good exemplar of the 

failure of sustained decoupling. The simpler Type 1 tendency to respond to 

the absolute number of winners sometimes trumps the more analytic Type 

2 process of calculating a ratio.

Bonner and Newell (2010) presented results that were consistent with 

this interpretation of the task. Using response latencies to make inferences 

about the processing requirements of the task, they concluded that even 

subjects who made the nonnormative large-tray choice detected the con-

flict between the numerical probabilities and the visually salient higher 

number of winners in the larger tray. The problem was not the failure to 

register the relevance of the probabilities, but instead the inability to over-

ride an intuitive response tendency that was stronger than the impact of 

the probabilities themselves (see also Corser & Jasper, 2014).

A typical item used in a ratio bias task is as follows:

Assume that you are presented with two trays of black and white marbles 

(pictured in figure 7.1). The small tray contains 10 marbles. The large tray 

contains 100 marbles. The marbles inside each tray will be randomly mixed 

up, and you must draw out a single marble from one of the trays without 

looking. If you draw a black marble you win $5.

In a real situation, which tray would you prefer to select a marble from?

a. Strongly prefer the small tray

b. Moderately prefer the small tray

c. Slightly prefer the small tray

d. Slightly prefer the large tray

e. Moderately prefer the large tray

f. Strongly prefer the large tray

Although several different experimental variables and individual differ-

ence variables have been linked to the avoidance of ratio bias (Bonner & 
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Figure 7.1
One black and 9 white marbles; 8 black and 92 white marbles.

Newell, 2008, 2010; Dale et al., 2007; Liberali et al., 2012; Mikels, et al., 

2013; Okan et al., 2012; Yamagishi, 1997), we will focus here, as we did 

with the previous two tasks in this chapter, on cognitive ability and some 

of the other measures of rational thinking in the CART. Table 7.6 displays 

the correlations between a short measure of the avoidance of ratio bias that 

we have used in several studies and various indices of cognitive ability. The 

correlations will be positive, because the ratio bias task is always scored in 

the direction of avoidance.

These correlations are somewhat lower than we have seen in earlier 

tables, averaging around 0.25. Correlations between cognitive ability and 

cognitive reflection measures were closer to the 0.40 to 0.45 range. Simi-

larly, belief bias in syllogistic reasoning also displayed correlations with 

cognitive ability of roughly 0.40 to 0.50. However, table 7.2 indicates that 

the avoidance of ratio bias had more substantial correlations with cognitive 

reflection measures (in the range of 0.30 to 0.40). Table 7.4 indicates that 

the avoidance of ratio bias had a variable correlation with belief bias in 

syllogistic reasoning (in the range of 0.20 to 0.40). At the bottom of table 

7.6 it is indicated that the avoidance of ratio bias had small but significant 

correlations with a measure of disjunctive reasoning, to be discussed later 

in this chapter. Contributing to the modesty of some of these correlations, 

however, is that, as table 7.6 illustrates, we have often used short forms of 

the ratio bias task that involve no more than five items.



Table 7.6
Correlations between avoidance of ratio bias and measures of cognitive ability and 

other heuristics and biases tasks

Study
Cognitive 
Ability Measure

Avoidance of 
Ratio Bias 
Measure Sample Size Correlation

Toplak, West, & 
Stanovich 
(2014b)

WASI (matrix 
and vocabulary)

6 items, 
discrete scale

204 children 
(grades 2–9)

.36

Toplak, West, & 
Stanovich 
(2014b)

composite: three 
executive 
function tasks

6 items, 
discrete scale

204 children 
(grades 2–9)

.30

Toplak, West, & 
Stanovich 
(2014a)

WASI (matrix 
and vocabulary)

5 items, 
continuous 
scale

160 .37

Kokis, 
Macpherson, 
Toplak, West, & 
Stanovich 
(2002)

WISC-III (block 
design and 
vocabulary)

5 items, 
discrete scale

108 children 
(gifted 
classes, 
grades 5, 6, 
8)

.28

Stanovich & 
West (2008b) 
Experiment 8

reported SAT 
total score

1 item, 
discrete scale

819 .17

West, Toplak, & 
Stanovich 
(2008)

reported SAT 
total score

1 item, 
discrete scale

793 .19

RT50 reported SAT 
total scores

5 items, 
continuous 
scale

371 .24

RT50 Raven’s Matrices 5 items, 
continuous 
scale

371 .16

RT49 reported SAT 
total scores

5 items, 
continuous 
scale

170 .24

RT49 Raven’s Matrices 5 items, 
continuous 
scale

170 .24

RT50 Disjunctive 
Reasoning (5 
items)

5 items, 
continuous 
scale

371 .22

West, Toplak, & 
Stanovich 
(2008)

Syllogisms (12 
Inconsistent 
items)

1 item, 
discrete scale

793 .15

RT48 Disjunctive 
Reasoning (5 
items)

5 items, 
continuous 
scale

294 .16

Note: RT labels are the labels of unpublished studies from our lab. In the last three 

lines of the table the correlate is another heuristics and biases task.
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The Ratio Bias subtest that we have constructed for the CART has been 

expanded to twelve scored items (see the appendix for sample items). To 

those twelve items we have added three filler items. The version of the ratio 

bias task that we use in the CART has several advantages over the versions 

used in the research displayed in table 7.6. First, as mentioned, we have 

expanded the number of critical items from five to twelve. Second, we have 

included three filler items in which it is rational to choose the large tray 

rather than the small tray. This was done to discourage the development of 

the response set (and corresponding mindless responding) that the smaller 

tray is always the correct one. Finally, we have altered the response scale 

from that used in previous research. Previous research often scored this task 

simply 0 or 1 depending on whether the subject chose the right tray. How-

ever, as indicated in the example given above, we now use a continuous 

response scale that may be more sensitive to individual differences, espe-

cially in a task that involves just a few trials.

All twelve of the critical items involved probability differences that 

favored the smaller tray. Some previous research has employed items where 

the small and large trays were equal in probability and the subject was given 

a third response option indicating that the chances of winning are equal 

(Klaczynski, 2001b; Liberali et al., 2012). We did not adopt this approach, 

but instead used critical trials where the probability was slightly in favor of 

the small alternative and the subject was forced to indicate at least a mild 

preference for one of the trays.

A recent study of 222 subjects on the Amazon Mechanical Turk (Turk2) 

indicated that the twelve-item (the three filler items are not scored) Ratio 

Bias subtest of the CART using the continuous scale has a high reliability 

(Cronbach’s alpha of 0.89). Scoring the twelve items 0/1, rather than using 

the continuous scale, results in only a minor reduction in reliability—to a 

Cronbach’s alpha of 0.87. Interestingly, scoring the items 0/1 rather than 

on a continuous scale did not reduce the correlations in this particular 

study. The correlation with the Reflection versus Intuition subtest of the 

CART was 0.34 for the continuously scored version and 0.38 for the dis-

cretely scored version. The correlation with the Belief Bias Syllogisms sub-

test of the CART was 0.32 for the continuously scored version and 0.34 for 

the discretely scored version. However, in other studies we have run, the 

continuously scored version sometimes resulted in higher correlations. For 

instance, in the study testing the short-form version of the CART (to be 
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described in chapter 12), the correlation with the Reflection versus Intu-

ition subtest of the CART was 0.32 for the continuously scored version and 

0.26 for the discretely scored version. Similarly, the correlation with the 

Probabilistic and Statistical Reasoning subtest was 0.32 for the continuously 

scored version and 0.29 for the discretely scored version. Analogously, the 

correlation with the Scientific Reasoning subtest was 0.26 for the continu-

ously scored version and 0.21 for the discretely scored version.

We will present more data on the associations displayed by this subtest 

in chapters 12 and 13 when we report studies of short-form and full-form 

versions of the CART. At the end of the appendix it is indicated that the 

maximum CART score on this subtest is 5 points, and the appendix indi-

cates how the raw score is transformed into CART points.

The Disjunctive Reasoning Subtest

We define fully reflective disjunctive reasoning as the tendency to con-

sider all possible states of the world when deciding among options or when 

choosing a problem solution in a reasoning task (see Johnson-Laird, 2006; 

Shafir, 1994; Toplak & Stanovich, 2002). Most decision-making situations 

can be thought of as disjunctions of possible states of the world. Thus, 

choosing optimally entails combining the probabilities of the states with 

the utilities of the outcomes under each of the decision options (Jeffrey, 

1983; Savage, 1954). Many problem-solving situations can likewise be opti-

mally evaluated by constructing all of the mental models that are consis-

tent with the premises as presented (Johnson-Laird, 1983, 1999, 2006).

Despite the seeming obviousness of disjunctive reasoning as a general 

thinking strategy, Shafir (1994) demonstrated how, if one looks across 

the wide domain of reasoning tasks used in cognitive science, it is easy 

to find tasks in which people perform suboptimally because they reason 

nondisjunctively. These problems include prisoner’s dilemmas (Rapoport 

& Chammah, 1965); framing problems; Newcomb’s quasi-magical think-

ing problem (Nozick, 1969; Shafir & Tversky, 1992); probabilistic reason-

ing; Wason’s (1966) four-card selection task; “knights and knaves” puzzles 

(Rips, 1994; Smullyan, 1978); and so-called double disjunction problems 

(Johnson-Laird, Byrne, & Schaeken, 1992).

Many of the cognitive phenomena discussed by Shafir (as well as those 

effects and biases studied by Toplak & Stanovich, 2002) are somewhat 
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indirect effects of failures of disjunctive reasoning. For the CART, we wanted 

a task that was a more direct measure of disjunctive reasoning. Such a task 

would strongly tap processes of the reflective mind in that it would assess 

typical modes of processing rather than optimal modes. Only by using a 

task that taps typical modes (whether it is typical for the subject to default 

to the autonomous mind and not engage in Type 2 processing) can miserly 

tendencies be assessed.

The task we chose was based on two problems studied by Toplak and 

Stanovich (2002) that they took from the work of Levesque (1986, 1989). 

The one that we have used as an example in several of our publications is 

as follows:

Jack is looking at Ann but Ann is looking at George. Jack is married but 

George is not. Is a married person looking at an unmarried person? 

Jack ➞ Ann ➞ George

A. Yes

B. No

C. Cannot be determined

Answer A, B, or C before you look ahead. Many people who respond to 

this problem answer incorrectly. A large number of people usually answer 

C (cannot be determined) when in fact the correct answer is A (yes). The 

answer is easily revealed once we engage in fully disjunctive reasoning. To 

solve the problem, it is necessary to consider both possibilities for Ann’s 

marital status (married and unmarried) to determine whether a conclusion 

can be drawn. If Ann is married, then the answer is “Yes” because she is 

looking at George, who is unmarried. If Ann is not married, then the answer 

is still “Yes” because Jack, who is married, is looking at Ann. Considering 

all the possibilities (the fully disjunctive reasoning strategy) reveals that a 

married person is looking at an unmarried person whether Ann is married 

or not. People respond “cannot be determined” because the problem does 

not reveal whether Ann is married or not. One has to avoid the automatic 

reaction: “Oh, since we don’t know whether Ann is married or not we can-

not determine anything.”

Most people can carry out fully disjunctive reasoning when they are 

explicitly told that it is necessary. If told to reason through all of the alter-

natives, almost all adult subjects would have done so more efficiently. 
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However, without that instruction, many default to computationally sim-

ple cognition. Thus, more than sustained decoupling, these problems stress 

the ability to recognize the possibility of options that can be derived from 

deeper processing. Overall, in terms of task characteristics, the Disjunctive 

Reasoning subtest is located in the upper left of the 2 × 2 space of figure 4.1. 

That is, it is a subtest with high detection requirements, but low knowledge 

requirements.

In previous unpublished research we have used a disjunctive reasoning 

scale of five items structurally similar to the example just discussed. Such a 

scale has been observed to have low but significant correlations with intel-

ligence. In one study (RT50) of 371 university students, this disjunctive 

reasoning scale displayed correlations of 0.19 with SAT total scores and 

0.24 with scores on Raven’s Matrices. In a second study (RT48) of 294 uni-

versity students, the same five-item disjunctive reasoning scale displayed 

correlations of 0.25 with the SAT total score and 0.19 with scores on the 

Raven. A perusal of tables 7.4 and 7.6 indicates that disjunctive reasoning 

had roughly similar 0.20 correlations with performance on belief bias syl-

logisms and performance on the ratio bias task. However, table 7.2 indicates 

that disjunctive reasoning had a somewhat higher 0.30 correlation with a 

cognitive reflection measure.

Our current version of the Disjunctive Reasoning subtest of the CART is 

a six-item measure (see the appendix for sample items). These items are not 

presented in a block, as is the case with many other subtests of the CART. 

Instead, the items are dispersed—either dispersed within a long subtest (as 

in RT60 described in chapter 13) or each item is separated by a subtest (as 

in RT59 described in chapter 12). For administration purposes, it is critical 

that these six items be presented separately. Also, the “Ann is married or 

unmarried” problem that was discussed above is the last of the six items to 

appear. In previous studies, we have found that when this item is presented 

first it does not contribute to scale reliability or construct validity. Often, 

when this item is presented first, performance on it is extremely low (often 

only 10–15 percent answer correctly). Also, when presented as the initial 

item, this item often does not correlate with other items on the test and 

in fact reduces reliability. However, when presented as the sixth item, after 

the other five, performance on the item increases to about 40 percent cor-

rect or more (still the hardest item along with the blocks problem), and it 

converges with other items on the subtest.
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In a recent study of 222 subjects (Turk2), all Amazon Mechanical Turk 

workers, the six-item scale displayed a reliability of 0.81 (Cronbach’s alpha). 

Furthermore, in the same study, the Disjunctive Reasoning subtest dis-

played a correlation of 0.52 with the Reflection versus Intuition subtest of 

the CART, a correlation of 0.44 with the Belief Bias Syllogisms subtest of 

the CART, and a correlation of 0.28 with the Ratio Bias subtest of the CART. 

The appendix indicates how the 0–6 raw score on the subtest is transformed 

into points on the CART (a maximum of 5 points for this subtest).
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Avoidance  of  Miserly  Information  Processing

In chapter 7 we discussed four subtests that provide some of the more 

direct measures of the avoidance of miserly processing on the CART. How-

ever, the CART also contains several other subtests that assess the ability 

to avoid suboptimal thought patterns that arise indirectly from miserly 

detection, miserly override, or miserly hypothetical thinking tendencies. 

The next cell down in the first column of table 4.1 lists three tasks that 

assess an important component of axiomatic utility theory: the ability to 

avoid being affected by irrelevant context when making decisions. The 

three tasks that measure the ability to avoid this tendency are a fram-

ing task, an anchoring task, and a measure of susceptibility to preference 

anomalies.

The avoidance of myside bias in argument evaluation is a fundamental 

component of performance in most discussions of rational thinking and 

critical thinking. We used our original version of an argument evaluation 

task (see Stanovich & West, 1997, 1998c) to measure this component of 

rational thinking. Myside bias might well be a multiply determined pro-

cessing bias, implicating, for example, motivated reasoning in addition to 

miserly processing, but most models of this bias implicate miserly process-

ing at least to some extent. The same is true for the next subscale on the 

CART, which will be discussed in this chapter—our measure of the abil-

ity to avoid overconfidence in knowledge calibration. The final important 

component of rational thinking tested by the CART that will be discussed 

in this chapter is the tendency toward the rational temporal discounting of 

reward. This task has heavy processing requirements (see figure 4.1) in that 

it involves sustained override in order to pass up an immediate reward. We 

will discuss each of these measures in this chapter.
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Context Effects in Decision Making: Avoidance of Framing Effects

The standard view of so-called rational man in economics and decision the-

ory traditionally assumes that people have stable, underlying preferences 

for each of the options presented in a decision situation (Thaler, 2015). 

That is, it is assumed that a person’s preferences for the options available 

for choice are complete, well ordered, and well behaved in terms of the 

axioms of choice. All of the axioms of choice (independence of irrelevant 

alternatives, transitivity, independence, and reduction of compound lotter-

ies, etc.), in one way or another, ensure that decisions are not influenced 

by irrelevant context (Stanovich, 2013). Well-behaved internal preferences 

imply that a person is a utility maximizer—he or she acts to get what he or 

she most wants.

The main problem with this conception is that three decades of work by 

Kahneman and Tversky (2000; see Kahneman, 2011) and a host of other 

cognitive and decision scientists (Dawes, 1998; Gilovich, Griffin, & Kah-

neman, 2002; Lichtenstein & Slovic, 1971, 2006; Shafir & LeBoeuf, 2002; 

Shafir & Tversky, 1995; Slovic, 1995) have brought this view of rational 

economic man into question. This work has shown that people’s choices—

sometimes choices about very important things—can be altered by irrele-

vant changes in how the alternatives are presented to them. This problem is 

illustrated when people violate one of the simplest strictures of normative 

rationality, the principle of descriptive invariance: “that the preference order 

between prospects should not depend on the manner in which they are 

described” (Kahneman & Tversky, 1984, p. 343). As Arrow (1984) describes 

it, “A fundamental element of rationality, so elementary that we hardly 

notice it, is, in logicians’ language, its extensionality. The chosen element 

depends on the opportunity set from which the choice is to be made, inde-

pendently of how that set is described” (p. 268).

Empirically, though, people display framing effects that violate the prin-

ciple that has been described by Arrow (1984) and Kahneman and Tver-

sky (1984). Tversky and Kahneman (1981) have provided the most famous 

demonstration. The two problems are usually separated in time:

Problem 1. Imagine that the United States is preparing for the outbreak of 

an unusual disease, which is expected to kill 600 people. Two alternative 

programs to combat the disease have been proposed. Assume that the exact 
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scientific estimates of the consequences of the programs are as follows: If 

Program A is adopted, 200 people will be saved. If Program B is adopted, 

there is a one-third probability that 600 people will be saved and a two-

thirds probability that no people will be saved. Which of the two programs 

would you favor, Program A or Program B?

Problem 2. Imagine that the United States is preparing for the outbreak of 

an unusual disease, which is expected to kill 600 people. Two alternative 

programs to combat the disease have been proposed. Assume that the exact 

scientific estimates of the consequences of the programs are as follows: If 

Program C is adopted, 400 people will die. If Program D is adopted, there 

is a one-third probability that nobody will die and a two-thirds probability 

that 600 people will die. Which of the two programs would you favor, Pro-

gram C or Program D?

Many subjects select alternatives A and D in these two problems despite 

the fact that the two problems are redescriptions of each other and that 

Program A maps to Program C rather than D. This response pattern violates 

descriptive invariance. The violation of descriptive invariance is a very fun-

damental one. If choices flip-flop based on problem characteristics that the 

subjects themselves view as irrelevant (Koehler & James, 2009; Shafir, 1993; 

Shafir & Tversky, 1995; Stanovich & West, 1999)—then people cannot pos-

sibly be maximizing expected utility. More practically, however, people sub-

ject to framing are not in control of their own preferences. If they accept 

every frame as it is given to them, then they are under the control of what-

ever party is providing the frame.

The literature on framing effects is enormous and beyond our scope 

here.1 An excellent review (Levin et al., 1998) and a study (Levin et al., 

2002) by Levin’s group discuss the two categories of framing effect that we 

include in our subtest: risky-choice framing and attribute framing. Impor-

tantly for the CART, framing effects represent a classic example of miserly 

information processing. In discussing the mechanisms causing framing 

effects, Kahneman has stated that “the basic principle of framing is the 

passive acceptance of the formulation given” (2003, p. 703). In short, the 

frame presented to the subject is taken as focal, and all subsequent thought 

follows from it rather than from alternative framings, because the latter 

would require more thought. This means that framing effects derive from 

a particular kind of miserly processing—serial associative cognition with 
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a focal bias—as outlined in chapters 2 and 4 (see figure 2.3, table 3.1, and 

figure 4.1). Recall that serial associative cognition with a focal bias is a form 

of Type 2 cognition that rather inflexibly locks into an associative mode 

that takes as its starting point the easiest model of the world to construct. 

Consistent with this interpretation is the finding that being forced to take 

more time or to provide a rationale for selections reduces framing effects 

(Miller & Fagley, 1991; Sieck & Yates, 1997; Takemura, 1992, 1993, 1994), 

although these effects sometimes interact with cognitive styles and think-

ing dispositions (Simon, Fagley, & Halleran, 2004). Regarding the latter, 

the need for cognition thinking disposition (see Cacioppo et al., 1996) has 

sometimes associated with the magnitude of framing effects, but the results 

here are complex (LeBoeuf & Shafir, 2003; Levin et al., 2002; Shiloh et al., 

2002; Simon et al., 2004; Smith & Levin, 1996).

Critical for our purposes, reliable individual differences in framing 

effects have been observed in numerous studies (e.g., Levin et al., 2002; 

Mahoney et al., 2011; Schneider, 1992; Stanovich & West, 1998b), although 

it is often the case that framing effects are sometimes shown only by a 

minority of subjects (Frisch, 1993; Levin et al., 2002; Stanovich & West, 

1998b). However, when aggregated, the effects are most often statistically 

significant. Importantly, though, what this shows is that a number of sub-

jects are in fact able to avoid the effect of irrelevant contexts in decision 

making, whereas other subjects are quite susceptible to these nonnormative 

effects. Not surprisingly, between-subjects experiments show larger fram-

ing effects (Mahoney et al., 2011; Stanovich & West, 1998b). Nonetheless, 

even within-subjects experiments yield a substantial number of inconsis-

tent responses —many subjects switch their preferences depending on the 

phrasing of the question. This is absolutely critical for our purposes, as we 

need an index of the avoidance of framing effects for each individual CART 

respondent. Thus, it is necessary that any individual differences measure of 

this response tendency be run within subjects.

The Framing subtest of the CART is composed of eleven pairs of items 

(see the appendix for sample items). They are adaptations of several dif-

ferent types of problems that have been studied in the literature (High-

house & Paese, 1996; Kahneman & Tversky, 1984, 2000; Levin & Gaeth, 

1988; Levin et al., 1985; Levin, Schnittjer, & Thee, 1988; Roszkowski & Snel-

becker, 1990; Schneider, 1992; Schoorman et al., 1994; Tversky & Kahne-

man, 1981). Seven of the pairs are designed to assess risky choice framing 
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and four of the pairs are designed to assess attribute framing. Of course, 

pairs of framing items are not presented contiguously in within-subjects 

framing assessments. As is the case with most laboratory demonstrations of 

within-subjects framing effects, the twenty-two items are presented in two 

blocks of eleven items—with many other subtests intervening between the 

two blocks. Each block of eleven items contains one item from each pair. 

When the positive frame of an attribute framing pair appears in one block, 

the negative frame appears in the other block. Likewise, when the gain 

frame of a risky-choice pair appears in one block, the loss frame appears in 

the other block. Positive frames and gain frames appear roughly equally in 

each of the two blocks.

In some previous research, framing effects have been scored discretely 

as 0 or 1 depending on whether the subject displayed a framing effect in 

the expected direction. The expected direction of the framing effects on 

the attribute framing problems was that subjects would be more positively 

disposed toward the positively worded item in the pair than the negatively 

worded item. The expected direction of the framing effects on the risky-

choice framing problems was that the subject was expected to be more posi-

tively disposed toward the risky option in the loss framing than in the gain 

framing (see Kahneman & Tversky, 1979; Tversky & Kahneman, 1981).

As with the Ratio Bias subtest discussed in chapter 7, we use a continu-

ous six-point response scale in the Framing subtest that may be more sensi-

tive to individual differences (see Bruine de Bruin et al., 2007). Problems 

were scored by subtracting their negative frame ratings (loss in risky-choice 

and negative frame in attribute framing) from their corresponding positive 

frame ratings (gain in risky-choice and positive frame in attribute fram-

ing). Given the direction of the response scales presented in the appendix, 

negative difference scores thus indicated a framing effect in the expected 

direction and represented a violation of the principle of descriptive invari-

ance. Difference scores of 0 indicated the absence of a framing effect. Given 

the direction of the response scales, positive difference scores indicated a 

framing effect in the unexpected direction. It is important to note that 

displaying a framing effect on this continuous difference-score metric does 

not necessarily mean that the subject has shown an outright preference 

reversal; it shows only that the frame has at least altered the subject’s choice 

on the response scale.
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In an unpublished study in our laboratory (RT53) involving 264 univer-

sity students as subjects, significant framing effects in the expected direc-

tion were found for each of the eleven framing pairs, although they varied 

in size (M differences = –0.13 to –0.54; t(263) = –1.86 to –8.88). For each 

of the eleven problem pairs, the modal score was 0 (indicating no fram-

ing effect), but for each of the problems more subjects were framed in the 

expected direction than in the unexpected direction.

For the purposes of the composite score, we multiplied by –1 the posi-

tive difference scores of subjects showing framing effects in the unexpected 

direction. This was so that subjects who showed reverse framing effects 

would not receive higher scores than those who displayed descriptive 

invariance (no framing effect). It also treats either type of framing effect 

as equally nonnormative. After multiplying the positive scores by –1, we 

formed a composite framing score by summing the eleven difference scores. 

The mean composite score was –8.55 (SD = 5.0) and Cronbach’s alpha was 

0.61. This reliability is understandably moderate given that there are only 

eleven scores contributing and that each of the scores represents a differ-

ence score. It is similar to the result obtained by Bruine de Bruin et al. 

(2007) using a thirteen-pair measure and a similar continuous scale. They 

obtained a Cronbach’s alpha of 0.62 and a test-retest reliability of 0.58. In 

the appendix, the composite score is translated into the six-point weighting 

that this subtest is given on the CART.

Also in RT53, the framing composite score showed very modest correla-

tions with measures of cognitive ability: 0.10 with SAT total scores; 0.15 

with the Wonderlic Test; 0.15 with Shipley Vocabulary; and 0.23 with 

Shipley Abstract Reasoning (Shipley, Gruber, Martin, & Klein, 2009). With 

the large sample size, the latter three were still statistically significant. A 

composite cognitive ability measure combining all four of these indices 

displayed a significant 0.22 correlation with the Framing subtest composite 

score.2

Although correlations with cognitive ability were modest, the framing 

composite score did correlate with an earlier cognitive reflection measure 

(similar to the seven-item version used in Toplak et al., 2014a) at the level 

of 0.21 (p < 0.005). It also displayed statistically significant correlations 

with several thinking dispositions: 0.15 with need for cognition and 0.18 

with the actively open-minded thinking scale used by Stanovich and West 

(2007).
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Context Effects in Decision Making: Avoidance of Anchoring Effects

Many Type 1 processes and characteristics have the property that they 

automatically contextualize a problem-solving situation. This automatic 

tendency to amalgamate as much contextual information as possible was 

termed the “fundamental computational bias” by Stanovich (2003, 2004). 

Of course, the tendency to use all the contextual information available to 

supplement problem solving is more often a help than a hindrance. Cer-

tainly such a processing bias makes evolutionary sense (e.g., Buss, 2005, 

2009; Buss & Schmitt, 2011; Pinker, 1997; Tooby & Cosmides, 1992). It is 

resident in the brain because it was adaptive in the so-called environment 

of evolutionary adaptedness (EEA). Nevertheless, despite making evolution-

ary sense, the modern world sometimes presents situations in which the 

type of contextualization rendered by the fundamental computational bias 

proves extremely problematic. These situations may be numerically minor-

ity situations, but they tend to be ones where a misjudgment might have 

disproportionately large consequences for a person’s future utility maximi-

zation. It is just such hostile environments for Type 1 processing that many 

heuristics and biases tasks are trying to simulate (recall our discussion of 

hostile environments for Type 1 processing in chapters 2 and 3).

All situations where the contextual information is seemingly relevant 

but actually is not will be hostile processing situations for these types of 

Type 1 heuristics. One of several such effects in the heuristics and biases 

literature is the anchoring effect introduced by Tversky and Kahneman 

(1974). The avoidance of such anchoring effects is what we measure in the 

subtest of the CART that is the focus of this section.

In their famous experiment, Tversky and Kahneman (1974) had subjects 

watch a spinning wheel and when the pointer landed on a number (rigged 

to be the number 65), they were asked whether the percentage of African 

countries in the United Nations was higher or lower than this percentage. 

After answering this question, the subjects then had to give their best esti-

mate of the percentage of African countries in the United Nations. Another 

group of subjects had it arranged so that their pointer landed on the num-

ber 10. Now it is clear that because a spinning wheel was used, the number 

involved in the first question is totally irrelevant to the task of answering 

the second question. Yet the number that came up on the spinning wheel 

affected the answer to the second question. The mean estimate of the first 
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group (the group where the spinning wheel stopped at 65) turned out to be 

significantly larger (45) than the mean estimate (25) for the second group. 

Both groups were using the anchoring and adjustment heuristic—the high 

anchor group adjusting down and the low group adjusting up—but their 

adjustments were “sticky.” They were not adjusting enough because they 

had failed to fully take into account that the anchor was determined in a 

totally random manner. This anchoring phenomenon reveals a miserly ten-

dency to rely too much on an anchor regardless of its relevance.

As always in cognitive psychology, after the initial discovery of an 

important phenomenon, our understanding of the phenomenon quickly 

“complexifies.” For example, sometimes anchoring appears to derive from 

insufficient adjustment from an anchor and other times it is due to the 

increased accessibility of anchor-consistent information (the former when 

the anchor is self-generated and the latter in the standard paradigm, see 

Epley & Gilovich, 2001, 2004, 2006). A more fine-grained view of how 

anchoring and adjustment works (and the theoretical complications sur-

rounding various theoretical interpretations) is provided in many other 

publications and is beyond our scope here.3

The large research literature on anchoring has shown that many of the 

effects generalize to real-life situations (see Stewart, 2009). Also, it has been 

found that even when an anchor is not randomly determined, the cogni-

tive miser tends to rely on it too much. For example, it has been found that 

even experienced real estate agents are overly affected by the listing price 

of a home when trying to assess its actual value (Northcraft & Neale, 1987). 

Likewise, in personal injury cases, the amount of compensation requested 

affects the judgment itself as well as the amount awarded to the plaintiff. 

Also, it has been shown that, statistically, prosecution requests for sentences 

affect the sentencing of judges as well as bail decisions. Judges appear to be 

cognitive misers too—they succumb to simple heuristics that promise to 

lighten the cognitive load (Englich, Mussweiler, & Strack, 2006).

We view anchoring effects as a member of a class of effects related to 

the mindless use of reference points.4 Paying attention to irrelevant ref-

erence points (as was discussed in the context of framing) renders many 

choices and evaluations nonnormative. Also, similar to the case of framing  

effects, we view anchoring effects as instances of the class of miserly pro-

cessing that we have termed serial associative cognition (see figure 2.3 and 

table 3.1).
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The Anchoring subtest of the CART contains eight items (see appendix 

for sample items). We used a standard format and very typical questions 

for our subtest. Each item has two parts. The first is a question contain-

ing the quantitative anchor (either high or low), and the question always 

has dichotomous alternative answers (usually just yes or no). Following the 

two-choice question, the subject is asked for an estimation of the quan-

tity in question. There are four low anchors and four high anchors in the 

eight items of the anchoring subtest of the CART. As is the case with most 

experiments subsequent to those of Tversky and Kahneman (1974), the 

instructions make no effort to convince the subjects that the anchors were 

drawn at random (unlike the example presented previously with the spin-

ning wheel).

One difficulty with assessing anchoring in a situation like our CART sub-

test is that we need an avoidance of anchoring score for each individual 

who takes the subtest. Those familiar with the anchoring literature will 

immediately see the problem here. The study of anchoring effects in the 

heuristics and biases literature has overwhelmingly relied on between-

subjects designs, where one group of subjects is presented the item with 

a high anchor and the other group of subjects is presented the item with 

the low anchor. The presence of an anchoring influence is inferred using 

between-subjects statistics. Such a design fails to provide an anchoring 

score for an individual subject—it fails to indicate whether a particular sub-

ject has been anchored more than another subject.

We see two ways to address this problem. One is to try to run an anchor-

ing assessment within subjects, somewhat like what was done for the Fram-

ing subtest. With this method, subjects would get a second block involving 

the same estimations but now preceded by the other anchor—that is, the 

anchor they did not receive for that item on the first block. As with the 

study of framing effects within subjects, this type of design logic inserts 

a period of time and other tasks between the two blocks. Nonetheless, 

such a design quite substantially changes the psychological nature of the 

anchoring task. It now seems to become more of a task involving response 

consistency—that is, a task assessing the felt need for such consistency 

across the two responses and the information-processing capability (that is, 

memory) to remember the previous response.

The other method is to give the subject only one of the anchors (either 

high or low) for each of the items as in the standard between-subjects 



150  Chapter 8

design, but to try to score the degree of anchoring of a given subject on 

each item (thereby allowing the summation of anchoring effects across 

items to form a composite score). We attempted to use this method by 

using the notion of a calibration group introduced by Jacowitz and Kah-

neman (1995). A calibration group is a group of subjects who make the 

estimation judgments but do not receive the prior anchoring question. The 

performance of the calibration group tells the investigator what normal 

estimations are on that item without the influence of an arbitrary anchor. 

With this piece of information, along with the knowledge of the actual cor-

rect value for the estimation, an arbitrary cut point can be determined on 

one side of which the subject is scored as avoiding anchoring (one point) 

and on the other side of which the subject is scored as not avoiding anchor-

ing (scored as zero points).

The procedure can best be illustrated with specific examples from our 

Anchoring subtest.5 The eight items were run in a laboratory study involving 

139 university students (RT55). We obtained information from a separate 

calibration group who completed the estimation task without anchoring. 

This calibration sample was a group of 200 subjects who completed the task 

on the Amazon Mechanical Turk.

Consider, for example, the redwood tree item in our subtest. The actual 

height of the tallest redwood is 370 feet. With the high anchor used in this 

item (1,000 feet) the median value in the sample in our study was 975 feet. 

Only 16.6 percent of the sample gave a value below 400 feet. In the calibra-

tion sample that we studied on the Amazon Mechanical Turk, the median 

value given was 250 feet. Thus, the calibration sample shows evidence of a 

considerable anchoring effect for this item. We decided to use a liberal scor-

ing cutoff for this item, scoring every estimate of 500 feet or below as one 

point (some avoidance of anchoring) and every estimate over 500 feet as 

zero (little avoidance of anchoring). Even with this liberal scoring criterion, 

only 26.6 percent of the sample scored a point on this item.

The total raw score on this subtest thus ranges from 0 to 8. The mean 

score was 3.29 (SD = 1.72) in RT55. The reliability of the total score was quite 

modest (Cronbach’s alpha of 0.42). The raw total score on the Anchoring 

subtest displayed a correlation of 0.19 with verified SAT total scores, and a 

correlation of 0.22 with performance on sixteen belief bias syllogisms. It 

displayed its highest correlation (0.35) with a seven-item cognitive reflec-

tion measure similar to that used by Toplak et al. (2014a).
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Because of the low reliability observed in this study, we altered the items 

and scoring in the study of the full-form test (RT60) that is reported in 

chapter 13. The scoring rules were slightly different in RT60, which resulted 

in a slightly higher reliability. The appendix presents two examples of the 

scoring cutoffs for RT60. Below the cutoff values in the appendix, the raw 

score is translated into the three-point weighting that this subtest is given 

on the CART.

One final caveat regarding this task concerns its rather obvious depen-

dence on prior knowledge (see Smith & Windschitl, 2015). If one knows the 

exact (or close approximate) value of the quantity in question, then one 

will not be anchored by the priming question. Thus, as we have discussed 

extensively throughout this volume, the Anchoring subtest taps a complex 

combination of knowledge and the tendency to be unduly influenced by 

irrelevant information.

Context Effects in Decision Making: Avoidance of Preference Anomalies

Anchoring effects, as they are studied in cognitive psychology, represent 

an example of irrelevant context affecting our judgments. Likewise, fram-

ing effects represent a case of irrelevant context affecting our preferences. 

Framing, as studied in the literature we have reviewed, is only one type of 

preference anomaly that has been examined in the heuristics and biases lit-

erature; there are many more (see Kahneman, 2011; Kahneman & Tversky, 

2000; Thaler, 2015). In the Preference Anomalies subtest of the CART, we 

assess the ability to avoid several other anomalies in decision making. This 

subtest is a bit of a potpourri, combining anomalies of various kinds. How-

ever, many of them do arise from similar psychological mechanisms. Sev-

eral are consistent with the “constructed preference” model of how people 

make decisions, the dominant model of preference anomalies in cognitive 

science (Kahneman & Tversky, 2000; Krantz & Kunreuther, 2007; Lichten-

stein & Slovic, 2006; Shafir & Tversky, 1995; Simonson, 2008; Slovic, 1995; 

Tversky & Kahneman, 1981, 1986; Tversky & Thaler, 1990).

Instead of assuming a set of preferences that exist prior to the choice 

situation in a stable, well-ordered form, the contemporary view is that pref-

erences are constructed “online”—in direct response to the probe for a deci-

sion. Importantly, the preferences are constructed in part by using cues 

in the elicitation situation to help access decision-relevant information in 
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memory (Schwarz, 1996). While it creates problems for viewing humans as 

purely rational creatures, the constructed preference view does map nicely 

onto contemporary dual-process views of cognition (Evans & Stanovich, 

2013). To see this connection, it is important to realize that when presented 

with the rational choice principle (transitivity, descriptive invariance, dom-

inance, etc.) that they have just violated in a choice situation, most subjects 

will actually endorse the axiom (Koehler & James, 2009; Shafir, 1993, 2003; 

Stanovich & West, 1999; Tversky, 1996). That subjects endorse the stric-

tures of rationality when presented with them explicitly suggests that most 

subjects’ analytic abilities are such that they can appreciate the intellectual 

force of the axioms of rational choice. Our dual-process interpretation of 

the constructed preference view centers around the idea of biased sampling 

procedures (Stanovich, 2004; see also Simonson, 2008).

For any given choice option, there is, throughout the brain, the sum 

total of information relevant to the option (call this the “network total”). 

The preference for the option is the abstraction that is the valenced total 

of all of the information in the connectionist networks relevant to it. This 

quantity is not the measure of a single entity, but is instead a theoretical 

abstraction somewhat like the center of gravity (Dennett, 1991). Prefer-

ence reversals and other preference anomalies result from sampling pro-

cedures that bias the information recruitment process in systematic ways. 

Even though two choice options are formally equivalent and thus map 

into the same network total, it is not the network total that determines the 

response, but a sample of information from it. The subset of information 

that might be recruited for two equivalent versions of the problem might 

be different because their descriptions led to sampling from the network in 

two different ways.

The main assumption in the classical view that is incorrect is the assump-

tion that System 2 has exhaustive and reliable access to all information 

relevant to a decision. In fact, the analytic system samples based on the 

retrieval cues it is primed with, and problems worded in different ways 

often contain different retrieval cues. Once evidence has to be sampled, dif-

ferentially biased retrieval becomes an obvious possibility.6

With this as our theoretical background, to construct the Preference 

Anomalies subtest of the CART, we sampled a wide variety of effects from 

the literature (Kahneman & Tversky, 2000; Lichtenstein & Slovic, 2006). 

Most probably result from biased sampling of cues triggered by the specific 
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wording of the question. We were interested in measuring the ability to 

avoid being biased by context in decision making. In fact, the specific model 

of these effects is of less pertinence than the effects themselves (regardless 

of their theoretical explanation). Hence, we did not seek to explore only a 

theoretically coherent class of effects. Indeed, some of these items might be 

considered examples of framing effects, under a looser definition of what a 

framing effect represents (Frisch, 1993; Stanovich & West, 1998b).

Our final version of the Preference Anomalies subtest of the CART has 

nine items (see the appendix for a sample item). The nine items on this 

subtest assess a variety of effects, including the certainty effect in decision 

making (Kahneman & Tversky, 1979); outcome bias (Baron & Hershey, 

1988); the undue weighting of the word “free” effect (Ariely, 2008); omis-

sion bias (Baron & Ritov, 2004; Zikmund-Fisher et al., 2006); and fairness 

reversals (two items; see Kahneman, Knetsch, & Thaler, 1986). Finally, three 

problems in this subtest concerned so-called less-is-more effects that have 

been demonstrated in the preference anomalies literature—that, given the 

proper context, sometimes people can prefer less to more. For example, 

Slovic, Finucane, Peters, and MacGregor (2002) found that people rated a 

gamble with 7/36 chance to win $9 and 29/36 to lose 5¢ more favorably 

than a gamble with 7/36 chance to win $9 and 29/36 chance to win noth-

ing. Presumably, the representation of the numerically small loss highlights 

the magnitude and desirability of the $9 to be won, leading subjects to rate 

that option more highly. Note that the subjects violated the dominance 

stricture (Dawes, 1998; Savage, 1954: Tversky & Kahneman, 1986), a funda-

mental rule of rational choice.

Another less-is-more phenomenon relies on the fact that the cognitive 

miser uses the easily processed cue of salience—a cue that can sometimes 

overly bias processing. A study by Yamagishi (1997) demonstrated that peo-

ple rated a disease that killed 1,286 out of 10,000 people as more dangerous 

than one that killed 24.14 percent of the population. Again, the vividness 

of representing 1,286 actual people rather than an abstract percentage is 

presumably what triggers an affective response that leads to a clearly subop-

timal judgment. We used two items of Yamagishi type and one of the Slovic 

type in the Preference Anomalies subtest of the CART.

The nine items were run in a laboratory study involving 322 university 

students (RT57). The total raw score on this subtest ranges from 0 to 10 

because the omission bias item has a maximum of 2 points. The mean total 
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score was 4.86 (SD = 1.76). The reliability of the total score was very low 

(Cronbach’s alpha of 0.28). In the appendix, the raw score is translated into 

the three-point weighting that this subtest is given on the CART. In the 

same laboratory study, the raw total score on the Preference Anomalies sub-

test displayed a correlation of 0.11 with SAT total scores and a correlation of 

0.14 with the Reflection Versus Intuition subtest of the CART.

Avoiding Myside Bias: The Argument Evaluation Subtest

Critical thinking is often thought to entail the ability to decouple prior 

beliefs and opinions from the evaluation of evidence and arguments.7 The 

literature on Bayesian reasoning (e.g., de Finetti, 1989; Earman, 1992; Fis-

chhoff & Beyth-Marom, 1983; Howson & Urbach, 1993) provides justifi-

cation for the emphasis on unbiased evidence evaluation in the critical 

thinking literature. The key reasoning principle captured by Bayes’ theorem 

(see chapter 6) is that the evaluation of the diagnosticity of the evidence 

(the likelihood ratio) should be conducted independently of the prior odds 

favoring the focal hypothesis.

In sum, prior beliefs are encompassed in one of two multiplicative terms 

that lead to the posterior probability, but the diagnosticity of the evidence 

should be assessed separately from the prior belief. Nevertheless, people 

often fall short of this rational ideal by displaying both belief bias and 

myside bias (Thompson & Evans, 2012). Belief bias occurs when people 

have difficulty evaluating conclusions that conflict with what they think 

they know about the world. The Belief Bias in Syllogistic Reasoning subtest 

of the CART discussed in chapter 7 is a direct measure of the ability to 

avoid such biased reasoning. Relatedly, people display myside bias when 

they evaluate evidence, generate evidence, and test hypotheses in a man-

ner biased toward their own opinions (Stanovich, West, & Toplak, 2013). 

Myside bias has sometimes been viewed as a subclass of confirmation bias 

(see Hahn & Harris, 2014; McKenzie, 2004) and is related to the construct 

of actively open-minded thinking (Baron, 2008).

Myside bias has been amply demonstrated in numerous empirical stud-

ies (e.g., Greenhoot et al., 2004; Taber & Lodge, 2006; Toplak & Stanov-

ich, 2003; Wolfe & Britt, 2008). For example, Klaczynski (1997; Klaczynski 

& Lavallee, 2005; Klaczynski & Robinson, 2000) presented subjects with 

flawed hypothetical experiments that led to either opinion-consistent or 
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opinion-inconsistent conclusions and evaluated the quality of the reason-

ing used when the subjects critiqued the flaws in the experiments. Klac-

zynski and colleagues found a tendency to critique opinion-inconsistent 

experimental results more harshly than opinion-consistent ones.

In several studies using an argument evaluation paradigm (Stanovich 

& West, 2008a), we had subjects rate the quality of arguments about abor-

tion (and another issue—lowering the drinking age—that yielded similar 

results). Arguments were one-sided (all pro-choice or all pro-life statements) 

and two-sided (an equal number of pro-choice and pro-life statements). The 

pro-choice and pro-life arguments were prejudged by experts to be approxi-

mately equivalent in quality and strength. Consistent with some previous 

research (Baron, 1995), we found that one-sided arguments were preferred 

to two-sided arguments (regardless of direction). Also, we observed a strong 

myside bias. That is, participants rated the arguments consistent with their 

own position as better than the arguments not consistent with their own 

position. In another study, we found that American subjects were more 

likely to approve the United States banning a very dangerous German car 

than they were of the Germans banning of an equally dangerous American 

car (Stanovich & West, 2008b).

The examples discussed here do not begin to exhaust the demonstra-

tions of myside bias in cognitive psychology (Baron, 1995, 2008), social 

psychology (Ditto & Lopez, 1992; Edwards & Smith, 1996; Lord, Ross, & 

Lepper, 1979; Munro, 2010), political science (Taber & Lodge, 2006), cogni-

tive neuroscience (Westen et al., 2006), or the informal reasoning literature 

(Kuhn, 1991, 1993; Slusher & Anderson, 1996). It would seem that there 

are many myside paradigms to choose from when constructing a subtest 

for the CART. However, only quite recently has attention been paid to indi-

vidual differences in such effects (Stanovich, West, & Toplak, 2013); and 

when we start to focus on individual differences, we in fact find several 

problematic features of the empirical literature.

The first problem is that the vast majority of experimental demonstra-

tions of myside bias use between-subjects designs. Such designs do not 

yield a myside bias susceptibility score for each subject—something that 

is essential in an assessment device like the CART. Take, for example, a 

between-subjects design used by Stanovich and West (2007, 2008a) to 

study so-called natural myside bias. Natural myside bias is the tendency to 

evaluate propositions from within one’s own perspective when given no 
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instructions to avoid doing so and when there are no implicit cues (such as 

within-subjects conditions) to avoid doing so. Stanovich and West (2007) 

defined the participant’s perspective as their previously existing status on 

four variables: their sex, whether they smoked, their alcohol consumption, 

and the strength of their religious beliefs. Participants then evaluated a 

proposition relevant to each of these demographic factors. For example, 

the proposition for the demographic variable sex was: “The gap in salary 

between men and women generally disappears when they are employed in 

the same position.” Myside bias was defined between subjects as the mean 

difference in the evaluation of the proposition between groups with differ-

ing prior status on the variable. This is fine for questions regarding generic 

theories of myside bias, but it is unsatisfactory for cognitive assessment 

because it does not yield a score for a given subject that indicates his or her 

propensity to avoid myside bias.

Not all studies in the literature use solely between-subjects designs. Some 

have measured myside bias in within-subject situations that could, in prin-

ciple, yield a myside susceptibility score for a particular individual. In these 

types of studies, however, another problem arises. Often, the logistics of the 

study dictate that not many different myside issues can be studied. Con-

structing a score on the basis of a single issue or a small set of issues is prob-

lematic because questions of generality arise. For example, we (Stanovich & 

West, 2008a) adapted a paradigm originally used by Baron (1995) in which 

he had participants evaluate the thinking of hypothetical students on the 

issue of abortion. Participants evaluated paragraphs that were transcrip-

tions of the arguments made by the hypothetical students while thinking 

about the issue. Participants graded the paragraphs on an A to F scale. The 

results revealed a myside bias—participants gave higher grades to thinking 

that coincided with their own opinion on the issue.

In theory, one could use the difference between the myside and otherside 

conditions in this experiment as an index of myside bias for a given subject, 

because every subject received both conditions. In fact, in this very study 

we did just that and found minimal correlations with individual difference 

variables (both cognitive ability and thinking dispositions) that were most 

often not significant. However, the danger in using such an index based 

on a single issue was illustrated by another aspect of our results: the pro-

life group displayed more myside bias than did the pro-choice group. Of 

course we checked the lack of overall correlation between the SAT total 
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score and myside bias by computing it separately for the pro-life and pro-

choice groups (it failed to correlate in both instances).

More importantly, a more refined analysis (see Stanovich & West, 2008a) 

revealed further how myside bias was related to the content and the strength 

of the prior opinion rather than to cognitive ability. In a subsequent exper-

iment we examined the abortion issue again but also looked at another 

issue—the legal age for drinking—that is not as emotionally charged as the 

abortion issue. Certainly from the standpoint of a laboratory demonstra-

tion, extending our exploration of myside bias in the Stanovich and West 

(2008a) study from one issue to two was an important improvement. How-

ever, we are still a long way away from an index that we can hope to have 

any generalizability. This is even more true in light of evidence (Toplak & 

Stanovich, 2003) that there is considerable specificity in myside bias across 

issues. Nevertheless, the logistical constraints of the Baron (1995) paradigm 

mitigate against expanding the number of issues, because of the length of 

the paragraphs that the subjects must read. Also problematic is that bal-

anced sets of arguments on either side of the issue have to be constructed 

for as many issues as are examined.

Because of the limitations observed in other methods, in searching for 

a paradigm for the subtest of the CART that measures the avoidance of 

myside bias, we were drawn to an argument evaluation task that we had 

invented some time ago (see Stanovich & West, 1997). It is an informal 

reasoning paradigm similar to some critical thinking measures (Watson & 

Glaser, 2006), but it has several advantages. For example, it allows an aggre-

gate score to be calculated for each subject and involves almost two dozen 

different issues. We will now describe the unique features of this measure as 

well as some of its complexities and drawbacks.

Because the avoidance of belief bias and myside bias is central to most 

definitions of rational thinking, it is critical to use material that would be 

most likely to provoke potential biases. The problem is that previous assess-

ment devices tend not to measure the prior belief, but instead try to distribute 

arguments of varying quality across issues that vary in their controversial 

nature, hoping that, for a given subject, items balance out (in terms of prior 

agreement). Any lack of balance will make the argument evaluation task 

unusually difficult for some subjects and unusually easy for others.

The logic of the task that we designed (Stanovich & West, 1997) was 

aimed at directly addressing this problem. With this task—the Argument 
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Evaluation Test (AET)—we introduced an analytic technique for deriving an 

index of a person’s reliance on the quality of an argument independent of 

his or her own personal opinion about the issue in question. Our method-

ology involved assessing, on a separate instrument, the participant’s prior 

opinions about a series of propositions. On an argument evaluation mea-

sure, administered at a later time, the participants evaluated the quality of 

arguments related to the same propositions. The arguments had an opera-

tionally determined objective quality that varied from item to item. Our 

analytic strategy was to regress each subject’s evaluations of the arguments 

simultaneously on the objective measure of argument quality and on the 

strengths of the opinions he or she had about the propositions prior to 

reading the arguments. The standardized beta weight for argument quality 

then becomes an index of that subject’s reliance on the quality of the argu-

ments independent of his or her opinions on the issues in question.

The Stanovich and West (1997) methodology is different from the tra-

ditional logic used in critical thinking tests, and it is a more sensitive one 

for measuring individual differences. Rather than merely trying to balance 

opinions across items by utilizing a variety of issues and relying on chance 

to ensure that prior belief and strength of the argument are relatively bal-

anced from respondent to respondent, in our task the prior opinion is mea-

sured and taken into account in the analysis. The technique allowed us to 

examine thought processes in areas of “hot” cognition where biases are 

most likely to operate (Babad & Katz, 1991; Kunda, 1990; Pyszczynski & 

Greenberg, 1987). With one exception, the propositions used in the Sta-

novich and West (1997) experiment all concerned real social and political 

issues on which people hold varying, and sometimes strong, beliefs (e.g., 

gun control, taxes, university governance, crime, automobile speed lim-

its). These items were slightly modified for use in the Argument Evaluation 

subtest of the CART. For example, in one item, the target proposition was: 

“The welfare system should be drastically cut back in size.” In the first part 

of the AET used by Stanovich and West (1997)—the prior belief section—

participants indicated their degree of agreement with a series of twenty-

three target propositions such as this on a four-point scale: strongly agree 

(scored as 4), agree (3), disagree (2), strongly disagree (1). The AET prior 

opinion items varied greatly in the degree to which the sample as a whole 

endorsed them—from a low of 1.79 for the item “It is more dangerous to 
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travel by air than by car” to a high of 3.64 for the item “Seat belts should 

always be worn when traveling in a car.”

After completing several other questionnaires and tasks, the partici-

pants complete the second part of the AET. The instructions introduced 

the subjects to a fictitious individual, Dale, whose arguments they were to 

evaluate. Each of the 23 items on the second part of the instrument began 

with Dale stating a belief about an issue. The 23 beliefs were identical to 

the target propositions that the subjects had rated their degree of agree-

ment with on the prior belief part of the instrument (e.g., “The welfare 

system should be drastically cut back in size”). Dale then provides a justi-

fication for the belief. For example, “The welfare system should be drasti-

cally reduced in size because welfare recipients take advantage of the system 

and buy expensive foods with their food stamps.” A critic then presents an 

argument to counter this justification. For example, “Ninety-five percent 

of welfare recipients use their food stamps to obtain the bare essentials for 

their families.” The subject is told to assume that the facts in the counter-

argument are correct. Finally, Dale attempts to rebut the counterargument, 

for example, “Many people who are on welfare are lazy and don’t want 

to work for a living.” The subject is told to evaluate the strength of Dale’s 

rebuttal to the critic’s argument. The subject then evaluates the strength of 

the rebuttal on a four-point scale: very strong (coded as 4), strong (3), weak 

(2), very weak (1).

The analysis of performance on the AET required that the subjects’ 

evaluations of argument quality be compared to some objective standard. 

We employed a summary measure of eight experts’ evaluations of these 

rebuttals as an operationally defined standard of argument quality. Spe-

cifically, three full-time faculty members of the Department of Philosophy 

at the University of Washington, three full-time faculty members of the 

Department of Philosophy at the University of California, Berkeley, and the 

two authors of the scale (Stanovich & West, 1997) judged the strength of 

the rebuttals. The median correlation between the judgments of the eight 

experts was 0.74. Although the problems were devised by the two authors, 

the median correlations between the authors’ judgments and those of the 

external experts were reasonably high (0.78 and 0.73, respectively) and 

roughly equal to the median correlation among the judgments of the six 

external experts themselves (0.73). Thus, the median of the eight experts’ 
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judgments of the rebuttal quality served as the objective index of argument 

quality for each item.

As an example, on the above item, the median of the experts’ ratings of 

the rebuttal was 1.5 (between weak and very weak). The mean rating given 

for the item by the subjects was 1.93 (weak) although the participants’ 

mean prior belief score indicated a neutral opinion (2.64).

Stanovich and West (1997) provide many indications of the validity of 

the experts’ ratings—for example, the experts were vastly more consistent 

among themselves in their evaluation of the items than were the subjects. 

Another consideration was that subjects of higher cognitive ability were 

more likely to agree with the experts in their judgments of argument quality 

than with their fellow subjects of lower cognitive ability.

We examined individual differences in subjects’ relative reliance on 

objective argument quality and prior belief by running separate regres-

sion analyses on each subject’s responses. That is, we constructed a separate 

multiple regression equation for each subject. In the Stanovich and West 

(1997) study, the subject’s evaluations of argument quality served as the 

criterion variable in each of 349 separate regression analyses. The 23 evalua-

tion scores were regressed simultaneously on both the 23 argument quality 

scores and the 23 prior opinion scores. Thus, we conducted a total of 349 

individual regression analyses (one for each subject). For each subject, these 

analyses resulted in two beta weights—one for argument quality and one 

for prior belief. The former beta weight—an indication of the degree of reli-

ance on argument quality independent of prior belief—is the primary indi-

cator of one’s ability to evaluate arguments independent of one’s beliefs.

The mean standardized beta weight for argument quality was 0.330 

(SD = 0.222). These values varied widely—from a low of –0.489 to a high 

of 0.751. Only 30 of 349 subjects had beta weights less than zero. Across 

the 349 regressions, the mean beta weight for prior belief was 0.151 (SD 

= 0.218). Although low, this mean was significantly different from zero 

(t(348) = 12.93, p < 0.001). Nevertheless, these values also varied widely—

from a low of –0.406 to a high of 0.662. Thus, individuals vary substantially 

in their reliance on argument quality and prior belief when evaluating the 

rebuttal arguments.

The items from our 1997 study (somewhat revised) form the basis of 

the Argument Evaluation subtest of the CART (see the appendix for sample 

items). Several of the items have undergone small wording changes as we 
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have studied them through the years, but they are not substantially differ-

ent from what we used in our original studies (Sá et al., 1999; Stanovich 

& West, 1997, 1998c). The instructions for deriving the raw beta weights 

are repeated in the appendix. In the appendix, the beta weight for experts’ 

rating is translated into a CART score of 0 to 5. The translation of the beta 

weight into CART points is based on the results of RT60 rather than our 

earlier work, because the mean beta weight for argument quality (expert’s 

opinion) in RT60 was 0.199, substantially lower than that observed in our 

earlier work (0.330), perhaps because of slight historical changes in some of 

the issues involved and the arguments surrounding them.

Stanovich and West (1997) demonstrated that there is considerable vari-

ability in the argument quality beta weight and that this variability has 

an orderly distribution (see their figure 1). In their study, this argument 

evaluation measure displayed a 0.35 correlation with SAT total scores and a 

0.29 correlation with an actively open-minded thinking measure similar to 

that described in chapter 11 (the correlations in Stanovich & West, 1998c, 

were similar: 0.33 and 0.23; and those in Sá et al., 1999, were a little higher: 

0.45 and 0.44).8 Our newest study that included the Argument Evaluation 

subtest, RT60, produced findings similar to these correlations obtained in 

earlier studies. Other laboratories have also done convergent work with our 

argument evaluation items (Oyer et al., 2012; Svedholm & Lindeman, 2013; 

Thompson & Evans, 2012).

The analytic logic we used in designing the Argument Evaluation sub-

test was intended to provide a means of separating prior belief from the 

assessment of how well an individual can track argument quality. The beta 

weight for argument quality (experts’ rating) in our analyses captures a 

quintessential aspect of critical thought: the ability to evaluate the quality 

of an argument independent of one’s feelings and personal biases about 

the proposition at issue. It is true that our measure, in requiring a separate 

regression analysis for each subject, is somewhat more complicated to score 

than other measures of the avoidance of myside thinking. Nonetheless, 

it does have several advantages. First of all, although 23 different issues 

is still a modest number as far as generalization is concerned, it is sub-

stantially larger than the number of different issues that are usually aggre-

gated in myside bias studies in the literature. When only one or two issues 

are used, as in Baron (1995) and Stanovich and West (2008a), it becomes 

unclear whether the individual differences obtained are issue specific or 
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are generalizable across different opinion domains. In our 1997 data, we 

assessed the reliability of the measure by correlating the regression weights 

obtained from the odd items with the regression weights obtained from the 

even items and found a disappointing reliability coefficient of only 0.35. It 

was somewhat higher (0.51) in RT60. Nevertheless, despite the instability 

of beta weights estimated from so few items, we were able to consistently 

observe the correlations with individual difference variables (correlations in 

the 0.25 to 0.40 range).

It should be noted that the myside-bias difference score in other studies 

(e.g., Stanovich & West, 2008a) is not analogous to the regression coef-

ficient for argument quality (experts’ rating) in our argument evaluation 

subtest. A high score on the myside-bias difference score in Stanovich and 

West (2008a) is a direct indicator of the magnitude of the bias, whereas a 

low score for beta weight in our paradigm may come about in a variety of 

ways. High correlations of subject evaluations with prior opinions do serve 

to reduce the beta weight for argument quality in our analyses. However, 

the beta weight for argument quality in our paradigm will also be low if a 

subject is simply a poor argument evaluator.

Our task is a measure of the ability to reason in situations where prior 

beliefs may be interfering (that is, reasoning in the face of potentially inter-

fering prior beliefs). Our statistical measure (the critical beta weight) com-

bines context-free reasoning ability with the ability to ignore prior opinion. 

It is thus a more complex index (and clearly less desirable than a direct 

myside-bias index for some purposes). Nevertheless, it involves the decon-

textualization skills that rational thinking theorists have defined as critical 

to the ability to separate evidence from opinion (see Stanovich, 1999, chap-

ter 6, for a discussion; see also Stanovich, 2003, 2004).

Avoiding Overconfidence: The Knowledge Calibration Subtest

In the Probabilistic and Statistical Reasoning subtest (chapter 5), we 

described tests of various probabilistic reasoning tendencies. In this section, 

we will discuss a subtest of the CART that measures an aspect of probabilis-

tic reasoning not covered in that subtest: how people calibrate their degree 

of knowledge with probability estimates.

Psychologists have done numerous studies using the so-called knowl-

edge calibration paradigm (Fischhoff, Slovic, & Lichtenstein, 1977; Griffin 
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& Tversky, 1992; Hilton et al., 2011; Yates, Lee, & Bush, 1997). In this para-

digm, the subject makes a large set of probability judgments. Of course, a 

single probability judgment by itself is impossible to evaluate. However, a 

large set of such judgments can be evaluated because, collectively, the set 

must adhere to certain statistical criteria.

For example, if the weather forecaster says there is a 90 percent chance 

of rain tomorrow and tomorrow turns out to be sunny and hot, there may 

be nothing wrong with that particular judgment. It just happened to be 

unexpectedly sunny on that particular day. However, if you found out that 

on half of the days the weatherperson said there was a 90 percent chance of 

rain and it did not rain, then you would be justified in seriously question-

ing the accuracy of weather reports from this outlet. You accept that the 

weatherperson does not know on which 10 percent of the days it will not 

rain, but overall you expect that if, across the years, the weatherperson has 

predicted “90 percent chance of rain” on 50 different days, then on about 

45 of them it will have rained.

The most popular method for the assessment of knowledge calibration 

proceeds in exactly the same way as we evaluate the weatherperson. People 

answer multiple choice or true/false questions and, for each item, provide 

a confidence judgment indicating their subjective probability that their 

answer is correct. Epistemic rationality is optimized only when one-to-one 

calibration is achieved—that the set of items assigned a subjective prob-

ability of 0.70 should be answered correctly 70 percent of the time, that the 

set of items assigned a subjective probability of 0.80 should be answered 

correctly 80 percent of the time, and so on. This is what is meant by good 

knowledge calibration. It means, in a sense, that a person must know what 

he knows, and what he does not know, as well. If such close calibration is 

not achieved, then a person is not epistemically rational because his or her 

beliefs do not map onto the world in an important way.

The standard finding across a wide variety of knowledge calibration 

experiments has been one of overconfidence.9 Subjective probability esti-

mates are consistently higher than the obtained percentage correct. The 

overconfidence effect in knowledge calibration is thought to derive at least 

in part from our tendency to fix on the first answer that comes to mind, 

to then assume “ownership” of that answer, and to cut mental costs by 

then privileging that answer in subsequent evidence search and evalua-

tion. The evidence retrieved for each of the response alternatives forms the 
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basis for the confidence judgments, but the subject remains unaware that 

the recruitment of evidence was biased—that evidence was recruited only 

for the favored alternative. As a result, subjects end up with too much con-

fidence in their answers. Thus, as figure 4.1 indicates, overconfidence in 

knowledge calibration groups with effects such as anchoring and framing 

in being an instance of miserly cognition that results from serial associative 

cognition with a focal bias.10

Overconfidence effects have been found in perceptual and motor 

domains as well as in knowledge calibration paradigms (Baranski & Petru-

sic, 1994, 1995; Mamassian, 2008; West & Stanovich, 1997). They are not 

just laboratory phenomena, but have been found in a variety of real-life 

domains such as the prediction of sports outcomes (Ronis & Yates, 1987), 

prediction of one’s own behavior or life outcomes (Hoch, 1985; Vallone, 

Griffin, Lin, & Ross, 1990), and economic and medical forecasts (Åstebro, 

Jeffrey, & Adomdza, 2007; Braun & Yaniv, 1992; Groopman, 2007; Tetlock, 

2005). Overconfidence is manifest in the so-called planning fallacy (see 

Buehler, Griffin, & Ross, 2002)—the fact that we often underestimate the 

time it will take to complete projects in the future (for example, to com-

plete an honors thesis, to complete this year’s tax forms, to finish a con-

struction project).

Many different effects have been lumped under the overconfidence 

rubric, perhaps, in some cases, without complete theoretical justification 

(Griffin & Brenner, 2004; Hahn & Harris, 2014; Hilton et al., 2011; Klay-

man et al., 1999; Mata, Ferreira, & Sherman, 2013; Shepperd et al., 2013). 

For example, the relation of overconfidence in knowledge calibration to 

what Moore and Healy (2008) call “overplacement” is a matter of theoreti-

cal dispute (Hilton et al., 2011). Nevertheless, overconfidence in knowledge 

calibration is an important rational thinking skill in its own right (Kahne-

man, 2011) and has been related to outcome variables such as financial 

decisions (Biais et al., 2005; Camerer & Lovallo, 1999; Hilton et al., 2011; 

Russo & Schoemaker, 1992).11

The Knowledge Calibration subtest of the CART (see the appendix for 

sample items) has two parts: one a typical two-choice knowledge calibra-

tion paradigm and the other a confidence interval paradigm (see Klayman 

et al., 1999, for a comparison of these two methods). Part 1 of this subtest 

consists of our version of the much-used two-choice knowledge calibra-

tion paradigm. The methods and analyses used in this task were similar to 
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those used in the classic literature on knowledge calibration (Lichtenstein, 

& Fischhoff, 1977, 1980; Ronis & Yates, 1987; Yates et al., 1989). Subjects 

answered 36 general knowledge questions in a two-choice format. Ques-

tions were either drawn from or inspired by books similar to Zahler and 

Zahler’s (1988) Test Your Cultural Literacy. An example of a typical item (for 

which the correct answer is b) is:

What was the initial purpose of the League of Nations?

a. It was intended to combat the growing threat of Germany and Italy 

before World War I.

b. It was intended to preserve peace after World War I.

After answering each question, subjects indicated their degree of confi-

dence in their answer on the following scale:

100 percent chance that I answered correctly (I am certain)

90 percent chance that I answered correctly

80 percent chance that I answered correctly

70 percent chance that I answered correctly

60 percent chance that I answered correctly

50 percent chance that I answered correctly (I was just guessing)

There are several different indices of knowledge calibration perfor-

mance. Yates et al. (1989) and Ronis and Yates (1987) should be consulted 

for discussions of the computational and conceptual details of these indi-

ces (for example, calibration-in-the-small and discrimination). The most 

common index—and computationally the simplest—is used to score the 

Knowledge Calibration subtest of the CART. Termed the measure of over/

underconfidence by Lichtenstein and Fischhoff (1977) and bias by Yates et 

al. (1989), it is simply the mean percentage confidence judgment minus the 

mean percentage correct.

Despite its mathematical simplicity, this difference score index is con-

ceptually somewhat complex. Moore and Healy (2008) have discussed how 

it conflates what they call overestimation with what they call overprecision. 

Parker and Stone (2014) have shown how this overconfidence bias differ-

ence score confounds confidence and knowledge. Stanovich (1999, pp. 

118–120) used a knowledge matching procedure to address this problem in 

a study of individual differences in overconfidence. Parker and Stone (2014) 

have employed a more elegant regression procedure, but their procedure 

requires a reference sample to construct the regression equation and thus 
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is an inelegant solution for an assessment device such as ours. However, in 

various simulations, Parker and Stone (2014) demonstrate that when confi-

dence and knowledge are positively correlated, the difference score and the 

regression beta weight converge on similar correlations with a third indi-

vidual difference variable. Because our confidence/knowledge correlations 

are substantial (0.41 in Experiment 4 of Stanovich & West, 1998c; 0.38 in 

Turk5; and 0.44 in RT60), and for ease of computation, we used the numeri-

cally simpler difference score as our index in the CART.

We updated stimuli and methods from our earlier investigation (Stanov-

ich & West, 1998c) in a study of 200 subjects on the Amazon Mechani-

cal Turk (Turk5). The mean confidence rating for these 36 items was 73.8 

percent (SD = 9.5) and the mean percentage correct was 64.7 percent  

(SD = 12.7), yielding a substantial overconfidence effect of 9.1 percent  

(SD = 12.5), significantly different from zero (t(199) = 10.23, p < 0.001). 

The positive sign of the mean score indicates that the sample as a whole 

displayed overconfidence, the standard finding with items of this type. An 

overconfidence bias was displayed by 152 (76.0 percent) of the 200 subjects 

completing this task. The split-half reliability (odd-even; Spearman-Brown 

corrected) of the raw difference score was 0.68.

At the end of the 36 questions the subject was asked to make an aggre-

gate estimate of the number of items answered correctly. The mean esti-

mate in Turk5 was 23.1 (SD = 3.8) items. The actual mean number of items 

answered correctly was 23.3 (SD = 4.5), indicating that the sample did not 

show an overconfidence bias overall when estimating the aggregate per-

formance. This finding is consistent with previous research showing that 

aggregate estimates are often less overconfident than item-by-item esti-

mates (Gigerenzer, Hoffrage, & Kleinbolting, 1991; Griffin & Tversky, 1992; 

Sniezek & Buckley, 1991). However, unlike previous experimentation where 

aggregate estimates still showed some level of overconfidence bias (Soll & 

Klayman, 2004), albeit lower than that on an item-by-item basis, our study 

showed no overconfidence bias at all. Nevertheless, we retain the aggregate 

judgment difference score as a measure of the avoidance of overconfidence 

because it showed a very high correlation (0.75) with the overconfidence 

bias measured on an item-by-item basis.

Part 2 of our knowledge calibration subtest used a confidence interval 

method that is less common than the two-choice procedure but is still 

often employed (Hilton et al., 2011) and has a considerable history in the 
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literature (Russo & Schoemaker, 1992; Lichtenstein, Fischhoff, & Phillips, 

1982). Overconfidence effects are often larger in studies using the interval 

method than in studies using the two-choice method (Klayman et al., 1999; 

Soll & Klayman, 2004). The appendix presents the instructions for soliciting 

90 percent confidence intervals for the quantities. The index of the ability 

to avoid overconfidence using this paradigm is the number of confidence 

intervals that contained the correct value—the number of “hits” achieved 

in constructing the confidence intervals (Soll & Klayman, 2004). This index 

is a direct measure of the avoidance of overconfidence bias.

The same study of 200 subjects on the Amazon Mechanical Turk (Turk5) 

indicated that the number of hits on this 15-item measure had a reasonably 

high reliability (Cronbach’s alpha of 0.69). The mean number of hits was 

6.2 (SD = 2.8), representing a hit rate of 41 percent, which is very typical 

of experiments using interval estimation with instructions like ours (Soll & 

Klayman, 2004). Of course, the expected number of hits for a confidence 

interval of that type would be 13.5, indicating that the sample displayed 

substantial overconfidence on this measure. Only 14.0 percent of the sam-

ple had 10 or more confidence intervals that contained the correct value.

The results from the two overconfidence tasks that were completed 

together in this study contrasted with those of Hilton et al. (2011), who 

found no correlation between overconfidence bias in the two-choice para-

digm and the number of confidence intervals in the interval estimation 

method that contained the correct value.12 We found a correlation of 0.30 

(p < 0.001) between the number of hits in the interval measure and the over-

confidence difference score (multiplied by –1) in the two-choice method.

In this study, subjects also made an aggregate estimate after the Part 2 

interval estimation (see the appendix). Specifically, they were asked: “Out 

of all 15 fill-in-blank questions you just answered, for how many of the 15 

questions do you think the answer will turn out to be within the interval 

you gave?” The mean aggregate estimate was 8.1 (SD = 3.3). Because the 

actual number of hits was only 6.2, the aggregate estimates in the interval 

task, unlike those in the two-choice task, displayed considerable overcon-

fidence. The mean overconfidence effect of 1.9 (SD = 3.6) was significantly 

different from zero (t(199) = 7.76, p < 0.001). Like the two-choice aggregate 

measure, this aggregate measure was multiplied by –1 for consistent direc-

tion of correlations.
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The aggregate estimation measure from the interval method displayed a 

correlation of 0.47 with the item-by-item interval overconfidence measure 

(number of hits). Furthermore, the aggregate estimation measure from the 

interval method displayed a statistically significant correlation of 0.32 with 

the two-choice aggregate overconfidence measure. The aggregate estima-

tion measure from the interval method displayed a statistically significant 

correlation of 0.32 with the item-by-item two-choice overconfidence mea-

sure (all above p < 0.001).

The CART scoring system for the Knowledge Calibration subtest is indi-

cated in the appendix. A maximum of two points are allocated to the item-

by-item measure of overconfidence on the two-choice method of Part 1. A 

maximum of one point is allocated to the aggregate overconfidence mea-

sure from the two-choice method. A maximum of two points is allocated 

to the avoiding overconfidence index from the confidence interval method 

of Part 2. And finally, a maximum of one point is allocated to the aggregate 

estimation index from the interval estimation method.

Despite the substantial reliabilities of both of our measures of knowledge 

calibration, and despite the prominence of overconfidence in discussions 

of cognitive biases (Kahneman, 2011; Mata et al., 2013), we have allo-

cated only six CART points to this subtest. This is because of the ongoing 

debate about the conceptual interpretation of common measures of over-

confidence, as well as continuing debates about the statistical complexities 

of these measures (Glaser, Langer, & Weber, 2013; Moore & Healy, 2008; 

Parker & Stone, 2014; Soll & Klayman, 2004).

The Temporal Discounting Subtest

A prudent attitude toward the future that shifts psychological focus from 

the “here-and-now” to consideration of future outcomes has long been 

central to conceptions of rationality and wisdom (Baltes & Smith, 2008; 

Loewenstein, Read, & Baumeister, 2003; Staudinger, Dorner, & Mickler, 

2005; Sternberg, 2003; Strathman et al., 1994). Several procedures have 

been used to measure attitudes toward the future, including temporal dis-

counting measures, future orientation questionnaires, and delay of grati-

fication tasks. In chapter 11 we will discuss a Future Orientation thinking 

disposition subscale of the CART. However, our primary measure of prudent 
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decision-making tendencies will be a Temporal Discounting subtest that 

involves aspects of sustained override.

Recall from chapter 3 our distinction between tasks that stress detection 

of conflict and those that stress sustained override. The items on the Reflec-

tion versus Intuition subtest and Disjunctive Reasoning subtest discussed 

in chapter 7 are examples of items where the key operation is detecting 

that there is an alternative to the intuitively compelling response. However, 

there are other situations where people have no trouble with detection—

with realizing that they are made up of multiple minds. In fact, the struggle 

between minds is almost the defining feature of these situations. They are 

situations where we have to resist temptation: we have to get up and make 

breakfast despite wanting to sleep; we have to resist an extra $3 coffee in 

the afternoon because we know the budget is tight this month; we are on 

a diet and know that our snack should be carrots and not chips; we are at a 

casino having promised to lose no more than $100 and are now down $107 

and really should stop, but …

It is only too apparent to us in these instances that parts of our brains are 

at war with each other. Our natural language even has a term to designate 

the hard thinking that is attempting to overcome the easy thinking in these 

instances: willpower. Willpower is a folk term, but cognitive researchers 

have begun to understand it scientifically (Ainslie, 2001, 2005; Baumeis-

ter & Vohs, 2003, 2007; Loewenstein, Read, & Baumeister, 2003; Rachlin, 

2000). Our colloquial notion of willpower usually refers to the ability to 

delay gratification or to override visceral responses prompting us to make a 

choice that is not in our long-term interests. The inability to properly value 

immediate versus delayed rewards keeps many people from maximizing 

their goal fulfillment. The logic of many addictions, such as alcoholism, 

overeating, and credit card shopping, illustrates this point. From a long-

term perspective, a person definitely prefers sobriety, dieting, and keeping 

credit-card debt low. However, when immediately confronted with a stimu-

lus that challenges this preference—a drink, a dessert, an item on sale—the 

long-term preference is trumped by the short-term desire.

Temporal discounting can be said to differ from the ratio bias and belief 

bias situations in being closer to so-called hot override than so-called cold 

override. The former refers to the override of emotions, visceral drives, or 

short-term temptations (by analogy to what has been called “hot” cogni-

tion in the literature; see Abelson, 1963). The latter refers to the override of 
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overpracticed rules, Darwinian modules, or tendencies of the autonomous 

mind that are not necessarily linked to visceral systems (by analogy to what 

has been called “cold” cognition in the literature).

Both temporal discounting and delay of gratification paradigms have 

been used to measure this hot override tendency. These tasks typically ask 

participants to choose between smaller immediate rewards or substantially 

larger delayed rewards. Selection of the larger delayed rewards is typi-

cally scored as more optimal (Ainslie, 1975; Kirby, 1997). Mischel (Ayduk 

& Mischel, 2002; Mischel & Ebbesen, 1970; Mischel, Shoda, & Rodriguez, 

1989; Rodriguez, Mischel, & Shoda, 1989) pioneered the study of the delay 

of gratification paradigm with children. As is well known, the child receives 

the larger reward if, after the experimenter leaves the room, the child waits 

until the experimenter returns and does not signal the experimenter to 

return by ringing a bell. If the bell is rung before the experimenter returns, 

the child receives only the smaller reward. The dependent variable is the 

amount of time that child waits before ringing the bell. Performance in the 

paradigm has been related to intelligence and to later educational attain-

ment (Mischel, 2015).

There is a large literature on the extent to which adults discount mon-

etary amounts into the future (“Would you prefer $34 now or $50 in 30 

days?”; see Kirby, 2009). Many different paradigms have been used to assess 

how people compare a smaller reward immediately to a larger reward in 

the future—and how much larger the future reward has to be in order to 

tip the preference (Frederick, Loewenstein, & O’Donoghue, 2002; Green & 

Myerson, 2004; Loewenstein, Read, & Baumeister, 2003; McClure, Laibson, 

Loewenstein, & Cohen, 2004). Many of these paradigms yield a curve with 

an individual’s normalized indifference points plotted against time. These 

paradigms generate many different parameters to summarize task perfor-

mance. One widely used index of temporal discounting is based on the area 

under the discounting curve (AUC) that results when an individual’s indif-

ference points are plotted (Myerson, Green, & Warusawitharana, 2001). 

Others are derived from fitting a specific curve to the subject’s discount-

ing function. Parameters are then derived from the formulas that describe 

these curves. We will use a simpler scoring scheme when we describe our 

subtest below, one that simply operationalizes certain levels of discounting 

as clearly less than rational. Our index is highly correlated with all the other 
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discounting parameters in the literature (Basile & Toplak, 2015; Myerson, 

Baumann, & Green, 2014).

A number of developmental studies have found that increasing age 

is associated with less extreme temporal discounting (Green et al., 1994; 

Prencipe et al., 2006; Steinberg et al., 2009) and more future orientation 

(Steinberg et al., 2009). Longitudinal studies have reported that positive 

long-term cognitive, educational, and career outcomes can be predicted 

from an early willingness to delay rewards (Mischel et al., 2011; Prencipe 

et al., 2006; Steinberg et al., 2009). Data from adults converge with these 

findings (Kirby, Winston, & Santiesteban, 2005). Higher intelligence is 

associated with a greater tendency to wait for the larger monetary reward. 

Shamosh and Gray (2008) meta-analyzed this literature and found that, 

across twenty-four different studies, the correlation between the tendency 

to wait for delayed larger rewards and intelligence averaged 0.23.

Although delay-discounting paradigms are laboratory tasks, research 

has shown that they are correlated with important outcome behaviors. For 

example, temporal discounting performance has been significantly associ-

ated with excessive gambling (Petry, 2001; Petry & Casarella, 1999), drug 

addiction and smoking (Ainslie, 2001, 2005; Kirby & Petry, 2004), financial 

behavior (Ashraf, Karlan, & Yin, 2004; Meier & Sprenger, 2012), prudent 

food-stamp usage (Shapiro, 2005), educational success (Kirby et al., 2005), 

and a variety of other behaviors (Chabris et al., 2008; Reimers et al., 2009).

Our Temporal Discounting subtest for the CART contains two parts. Part 

1 was constructed for ease of scoring and utilized the insights from a study 

of different discounting methodologies by Hardisty, Thompson, Krantz, 

and Weber (2013). They found that a fixed-sequence titration method was 

very convergent with a dynamic multiple staircase method and with vari-

ous matching methods of measuring discount rates. Additionally, the fixed-

sequence titration method was at least as effective in predicting outcome 

behaviors as the other methods. Hardisty et al. (2013) concluded that “in 

comparison with the standard, fixed-sequence titration method, we did not 

find compelling advantages for the complex multiple-staircase method. 

… However, the good news is that the simple titration measure, which is 

much more convenient to implement, remains a useful method” (p. 247).

The appendix presents the Temporal Discounting subtest of the CART. 

Part 1 of this subtest consists of two fixed-sequence titrations. The first is 

an ascending sequence and the second is a descending sequence. The first 
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(Temporal Discounting Staircase Increasing) involves a constant delayed 

reward of $100 in three months. It is compared initially with a $1 payment 

immediately that then increments to $2.50, $5, $7.50, $10, and then in 

increments of $5 up to $90. The sequence then continues through $92.50, 

$95, $97.50, $99, and ends with a choice of $99.50 now versus $100 in 

three months. We adopted a simplified scoring system for this sequence 

whereby we scored only those choices (20 in total) involving amounts of 

$90 and lower. The number of choices of the delayed reward ($100 in three 

months) is the raw score on this sequence. In one study of 407 subjects 

(RT54), the mean number of delayed, large reward choices was 16.6 (SD 

= 3.5), and in another study of 376 subjects (RT57), the mean number of 

delayed, large reward choices was 15.9 (SD = 3.7). In the appendix, the raw 

score on the ascending sequence is translated into CART points.

The choice of $90 and below as our cutoff for scoring this sequence was 

dictated by the fact that waiting for the $100 over the $90 would repre-

sent, on a simple interest basis, an annualized interest rate of 44.4 percent. 

Descending from there (to $85, $80, and so on) and choosing the delayed 

reward results in annualized interest rates of 70.6 percent, 100 percent, 

133.3 percent, and so on—clearly interest rates that it would be irrational 

to pass up. Most economists believe that “the presence of capital markets 

should cause imputed discount rates to converge on the market interest 

rate” (Frederick et al., 2002, p. 381). That is, even in cases where we might 

worry that perhaps the subject is choosing the smaller immediate reward 

because he or she needs the money (say, $60) now, the subject should in 

fact accept the offer of $100 in three months instead. The subject could, 

for instance, immediately get the cash from a (bad) credit card or even a 

payday loan office (which are regulated in many states to charging no more 

than 36–40 percent annualized rates) and then pay it off in three months 

with the 266 percent interest rate earned by delaying and receiving $100. 

As Senecal et al. (2012) put it, “The rate of discounting ought to be similar 

to the current market interest rate. … Consider a person given a choice 

between receiving a smaller amount of money at a sooner time and a larger 

amount at a later time. If this person could borrow the smaller amount 

while waiting for the larger payoff, and if the larger amount is enough to 

repay this loan plus interest and still leave the individual with a profit, 

then the larger, later reward is the better choice, regardless of when the person 

would want to spend the money” (p. 568, italics in original). In light of this 
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argument, our cutoff at 44 percent seems reasonable as an operational defi-

nition of prudent discounting.

The second fixed-sequence titration in Part 1 is a descending sequence 

(Temporal Discounting Staircase Decreasing, in the appendix). It involves a 

constant delayed reward of $2,000 in one year. It is compared initially with 

a $1,990 payment immediately that then decrements to $1,980, $1,950, 

$1,900, $1,850, $1,800, and then in decrements of $100 down to $200. 

The sequence then continues through $150, $100, $50, and ends with a 

choice of $20 now versus $2,000 in one year. We adopted a simplified scor-

ing system for this sequence whereby we scored only those choices (18 in 

total) involving amounts of $1,600 and lower. The number of choices of the 

delayed reward ($2,000 in one year) is the raw score on this sequence. In 

one study of 407 subjects (RT54), the mean number of delayed, large reward 

choices was 14.8 (SD = 3.8), and in another study of 376 subjects (RT57), 

the mean number of delayed, large reward choices was 14.0 (SD = 4.2). In 

the appendix, the raw score on the descending sequence is translated into 

CART points for this subtest. The choice of $1,600 and below as our cut-

off for scoring this sequence was dictated by the fact that waiting for the 

$2,000 over the $1,600 would represent an annualized interest rate of 25 

percent. Descending from there (to $1,500, $1,400, and so on) and choos-

ing the delayed reward results in annualized interest rates of 33.3 percent, 

42.9 percent, 53.8 percent, 66.7 percent, and so on—again, clearly interest 

rates that it would be irrational to pass up.

A sample of Part 2 of the Temporal Discounting subtest of the CART is 

presented in the appendix (Temporal Discounting Mixed Questionnaire). 

This thirty-one-item measure asks participants to indicate the strength of 

their preference for either a smaller amount of money sooner or a larger 

amount of money later. The amounts and delays vary from item to item 

rather than being sequenced as in the titration method. To possibly increase 

the test’s sensitivity, participants respond on a continuous scale rather than 

simply picking the smaller or larger amount.

In twenty-six of the items, the delayed larger amount corresponded 

to a substantial annualized increase in value, which on a simple interest 

basis would have resulted in value increases of between 44.7 percent and 

346.7 percent if earned annually. Five of the items were filler items, where 

the delayed larger amount corresponded to only relatively low percentage 

increases in value, which on a simple interest basis would have resulted in 
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value increases of between 1.3 percent and 3.1 percent if earned annually. 

These fillers were included to reduce response bias and demand character-

istics favoring the large delayed reward. These items do not enter into the 

raw score.

The twenty-six items consisted of thirteen pairs of items. In the sooner-

now condition, the sooner time was “now” for one member of a pair (“If 

you had a choice, would you prefer $70 now or $110 in 6 months?”), and 

in the sooner-lag condition, the sooner time involved a delay of 8 weeks 

to 12 months (“If you had a choice, would you prefer $70 in 12 months 

or $110 in 18 months?”). Within the thirteen pairs, the durations that dis-

tinguished the sooner from the later times was essentially identical. The 

thirty-one items were shuffled such that the members of each of the thir-

teen pairs and the five filler items were separated. This design allowed the 

examination of preference reversals that are sometimes called “dynamic 

inconsistency” (Thaler, 1981) or “common difference effects” (Loewenstein 

& Prelec, 2000). However, we found that scoring these dynamic inconsis-

tencies did not increase the sensitivity or predictive validity of our subtest, 

so we will not discuss them further.

Each item was scored on a six-point scale, where 6 is given for very 

strongly preferring the delayed reward, 5 for strongly preferring the delayed 

reward, and on through 1 point for very strongly preferring the smaller 

reward given sooner. Thus, the maximum score on the twenty-six-item 

measure is 156 and the minimum score is 26. In one study of 407 univer-

sity subjects (RT54), the mean score was 90.5 (SD = 18.7), and the reliability 

(Cronbach’s alpha) was a very high 0.94. In another study of 376 university 

subjects (RT57), the mean score was 85.4 (SD = 22.0), and the reliability 

(Cronbach’s alpha) was again 0.94. Thus, the scale is highly reliable. In 

the appendix, the raw score is translated into CART points. The maximum 

score for the entire subtest is 7 points.

In RT54, the raw score on the increasing staircase $100 task displayed a 

0.54 correlation with the score on the decreasing staircase $2,000 task. These 

two tasks displayed correlations of 0.47 and 0.37, respectively, with Part 2: 

the mixed temporal discounting questionnaire. The same study contained 

another temporal discounting task. Subjects responded to the twenty-seven 

delayed-reward choices displayed in table 1 of Kirby (2009). Performance 

on these twenty-seven items correlated with all three of the tasks in this 

CART subtest: 0.67 with the mixed temporal discounting questionnaire, 
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and 0.55 and 0.45 respectively with the increasing staircase $100 task and 

the decreasing staircase $2000 task.

In RT57, the patterns were very similar. The raw score on the increas-

ing staircase $100 task displayed a 0.59 correlation with the score on the 

decreasing staircase $2,000 task. These two tasks displayed correlations of 

0.45 and 0.40, respectively, with Part 2: the mixed temporal discounting 

questionnaire. As in the previous study, subjects responded to the twenty-

seven delayed-reward choices displayed in table 1 of Kirby (2009). Perfor-

mance on these twenty-seven items correlated with all three of the tasks in 

the Temporal Discounting subtest: 0.54 with the mixed temporal discount-

ing questionnaire, and 0.49 and 0.48 respectively with the increasing stair-

case $100 task and the decreasing staircase $2,000 task.

Correlations with intelligence were somewhat lower than the 0.23 asso-

ciation obtained in the meta-analysis of Shamosh and Gray (2008). In the 

first study of university students discussed above (RT54), verified SAT total 

scores correlated 0.19 with the mixed temporal discounting questionnaire, 

and 0.19 and 0.25 respectively with the increasing staircase $100 task and 

the decreasing staircase $2,000 task. In the second study of university stu-

dents discussed above (RT57), self-reported SAT total scores correlated 0.02 

with the mixed temporal discounting questionnaire, and 0.10 and 0.23 

respectively with the increasing staircase $100 task and the decreasing stair-

case $2,000 task. These rather low cognitive ability correlations involving 

this subtest are replicated in the study of the full-form CART that we will 

describe in chapter 13.





9  Probabilistic Numeracy, Financial Literacy, Sensitivity to 
Expected Value, and Risk Knowledge
Chapter  9
Probabilistic  Numeracy

In this chapter, we focus on a set of subtests of the CART that are more 

knowledge dependent than are the subtests discussed in the previous two 

chapters. That is, we focus on the tasks listed exclusively in the second 

column of table 4.1 (reproduced here as table 9.1). Although these tasks 

do have processing requirements, successful performance on them is much 

more dependent on the presence of specific declarative knowledge than is 

the case for the tasks from the first column of the table that were discussed 

in chapters 7 and 8.

The subtests of the CART discussed in this chapter focus on probabilistic 

numeracy, financial literacy, sensitivity to expected value, and risk knowl-

edge. These are the tasks on the far right side of the 2 × 2 space defined in 

figure 4.1 (reproduced here as figure 9.1).

Although all of the tasks to be discussed in this chapter are on the far 

right edge of the space, indicating that they are heavily knowledge satu-

rated, they differ somewhat in their processing requirements. The subtests 

range from the financial literacy measure, performance on which is most 

purely a measure of acquired declarative knowledge, to the probabilistic 

numeracy measure, which, although depending heavily on stored knowl-

edge, does have more processing requirements than the financial literacy 

measure in the sense that it does require some ability to suppress alternative 

solutions that are not correct.

The Probabilistic Numeracy Subtest

The past decade has witnessed a veritable explosion of research on the mea-

surement of numeracy and the relation of numeracy to other cognitive 

skills, as well as to practical outcomes in the real world (Cokely et al., 2012; 
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Table 9.1
Framework for classifying the types of rational thinking tasks and subtests on the 

CART.

Tasks Saturated with 
Processing 
Requirements 
(Detection, Sustained 
Override, 
Hypothetical 
Thinking)

Rational 
Thinking Tasks 
Saturated with 
Knowledge

Avoidance of 
Contaminated 
Mindware

Thinking 
Dispositions that 
Foster Thorough and 
Prudent Thought, 
Unbiased Thought, 
and Knowledge 
Acquisition

Probabilistic and Statistical  
Reasoning subtest

Superstitious 
Thinking 
subtest

Actively Open-
Minded Thinking 
scale

Scientific Reasoning subtest Antiscience 
Attitudes 
subtest

Deliberative Thinking 
scale

Avoidance of Miserly 
Information 
Processing subtests: 
• Reflection versus 
Intuition 
• Belief Bias 
Syllogisms 
• Ratio Bias 
• Disjunctive 
Reasoning

Probabilistic 
Numeracy 
subtest

Conspiracy 
Beliefs subtest

Future Orientation 
scale

Absence of Irrelevant 
Context Effects in 
Decision Making 
subtests: 
• Framing 
• Anchoring 
• Preference 
Anomalies

Financial 
Literacy and 
Economic 
Knowledge 
subtest

Dysfunctional 
Personal Beliefs 
subtest

Differentiation of 
Emotions scale

Avoidance of Myside 
Bias: 
• Argument 
Evaluation subtest

Sensitivity to 
Expected Value 
subtest

Avoiding 
Overconfidence: 
• Knowledge 
Calibration subtest

Risk 
Knowledge 
subtest

Rational Temporal 
Discounting
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Låg et al., 2014; Liberali et al., 2012; Weller et al., 2013). Beginning with 

the work of Lipkus, Samsa, and Rimer (2001; see also Schwartz et al., 1997) 

and Peters et al. (2006), this research has mushroomed so much recently 

that there have been several comprehensive reviews and theoretical inte-

grations of what has been published to date (Reyna et al., 2009; Reyna & 

Brust-Renck, 2015). A compelling finding has been the high level of diffi-

culty that even educated subjects have with percentages, probabilities, and 

proportions (Cokely et al., 2012; Lipkus et al. 2001; Reyna & Brainerd, 2008; 

Reyna et al., 2009).

Several scales of numeracy have undergone psychometric evaluation 

and validity assessment (Cokely et al., 2012; Låg et al., 2014; Liberali et al., 

2012; Schapira et al., 2012; Weller et al., 2013). Numeracy measures have 

been related to consumer, economic, and health decisions (Banks & Old-

field, 2007; Banks et al., 2010; Låg et al., 2014; Nelson et al., 2008; Peters, 

2012; Reyna & Brainerd, 2007; Reyna et al., 2009). Levels of numeracy have 

been linked to other constructs that we measure in the CART, such as cogni-

tive reflection, ratio bias, and maximizing expected utility (Cokely & Kelley, 

2009; Cokely et al., 2012; Jasper et al., 2013; Klaczynski, 2014; Liberali et al., 

2012; Peters et al., 2006).

What made this work so relevant to us in constructing this CART subtest 

was that most of the work on numeracy was not really about numeracy 

broadly construed, but instead was focused on what might be called “prob-

abilistic numeracy” or “statistical numeracy.” This work has focused on 

percentages, probabilities, and related statistical constructs (Cokely et al., 

2012; Reyna & Brainerd, 2008; Weller et al., 2013). That particular charac-

teristic of the literature seemed to make the studies of numeracy a very nice 

complement to the Probabilistic and Statistical Reasoning subtest, which we 

described in chapter 5. This subtest carries some heavy processing require-

ments (in terms of conflict detection and sustained override) in addition 

to tapping probabilistic knowledge as well. The numeracy measures in the 

literature complement the Probabilistic and Statistical Reasoning subtest 

by shifting the balance from processing components to declarative knowl-

edge. That is, our Probabilistic and Statistical Reasoning subtest had both 

processing requirements and knowledge requirements, but was heavier on 

the former. Most measures of numeracy are heavier on the latter and lighter 

on the former. Numeracy tests tend to stress processing requirements less 

because many items do not contain strongly intuitive alternative responses.
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As mentioned previously, most measures of numeracy in the cognitive 

psychology literature have heavily stressed knowledge of percentages and 

probabilities. Our Probabilistic Numeracy subtest retains this feature and 

uses the type of item that has been common in the literature cited above. 

Each of the nine items on this measure (see the appendix for sample items) 

is simply scored as correct or incorrect, resulting in total raw scores that 

vary from 0 to 9. In an unpublished study by our laboratory (RT57) involv-

ing 351 university students as subjects, the mean raw score was 4.61 (SD = 

1.78). The reliability of our Probabilistic Numeracy subtest was 0.59 (Cron-

bach’s alpha). Items varied widely in difficulty, from 14.8 percent correct 

to 87.7 percent correct. The Probabilistic Numeracy subtest is given a nine-

point weight on the CART. That is, the CART score is equal to the raw 

number correct.

In the same study, the Probabilistic Numeracy subtest displayed a cor-

relation of 0.37 with SAT total scores and a correlation of 0.47 with a ten-

item version of the Reflection versus Intuition subtest of the CART. These 

correlations are of a similar magnitude to those found with other numeracy 

measures in the literature (Cokely et al., 2012; Låg et al., 2014; Liberali et 

al., 2012; Weller et al., 2013).

The Probabilistic Numeracy subtest displayed significant correlations 

with several other components of the CART that were tested in the same 

study. It displayed significant correlations of 0.27 with the Sensitivity to 

Expected Value subtest discussed later in this chapter, 0.17 with the Pref-

erence Anomalies subtest of the CART described in chapter 8, and 0.19 

and 0.20 with measures of rejection of superstitious thinking and antisci-

entific attitudes—both measures to be described in chapter 10. Regarding 

the supplemental thinking dispositions assessed on the CART (see chapter 

11), the Probabilistic Numeracy subtest displayed significant correlations 

of 0.25 with the Actively Open-Minded Thinking scale and 0.26 with the 

Deliberative Thinking scale.

The Financial Literacy and Economic Knowledge Subtest

As we described in chapter 2, System 1 and System 2 both have the capabil-

ity to support rational behavior, but both have characteristic weaknesses 

that Kahneman (2011) described in his best-selling book. The bias of Sys-

tem 2 is laziness. The bias of System 1 is that of attribute substitution—it 
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emits an answer from within its capabilities when it is asked a question that 

it (System 1) cannot strictly answer. An attribute-substituting System 1 and 

a lazy System 2 can combine to yield rational behavior in benign environ-

ments but can yield seriously suboptimal behavior in hostile environments.

In earlier chapters, we have briefly mentioned the idea of hostile and 

benign environments for Type 1 processing. A benign environment is an 

environment that contains useful cues that, via practice or evolutionary 

history, have been well represented in Type 1 subsystems. Additionally, for 

an environment to be classified as benign, it must not contain other indi-

viduals who will adjust their behavior to exploit those relying only on Type 

1 processing. From the beginning of their research tradition, heuristics and 

bias researchers have often been criticized for emphasizing the errors made 

by the human information-processing apparatus (Christensen-Szalanski 

& Beach, 1984; Krueger & Funder, 2004), despite the fact that they have 

always emphasized that most real-world situations are benign rather than 

hostile.

What the critics often fail to realize is how important the relatively 

rarer instances of judgment in hostile environments can be. Thus, it is not 

assuaging to be told that many more situations in life are benign than are 

hostile. We cannot dismiss Type 2 thinking by saying that heuristics will 

get a “close enough” answer 98 percent of the time, because the 2 percent 

of the instances where Type 1 processing leads us seriously astray may be 

critical to our lives. This point is captured in an interview in Money Mag-

azine with Ralph Wanger, a leading mutual fund manager. Wanger says, 

“The point is, 99 percent of what you do in life I classify as laundry. It’s 

stuff that has to be done, but you don’t do it better than anybody else, 

and it’s not worth much. Once in a while, though, you do something  

that changes your life dramatically. You decide to get married, you have a 

baby. … These rare events tend to dominate things” (quoted in Zweig, 2007, 

p. 102). Yet, in terms of raw numbers, these might represent only twenty to 

thirty decisions out of thousands that we have made throughout our lives. 

But the thousands are just the “laundry of life” to use Wanger’s phrase. The 

twenty “nonlaundry” decisions are small in number and nonrecurring, and 

thus require Type 2 processing. As Holt (2011) notes, “If you’ve had 10,000 

hours of training in a predictable, rapid-feedback environment—chess, fire-

fighting, anesthesiology—then blink. In all other cases, think” (p. 17).
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Given our arguments in chapters 3 and 4 about how processing require-

ments and knowledge bases are intertwined in tasks that require rational 

thinking, we must caution here that an environment will also be hostile for 

a decision maker if he or she lacks the requisite mindware for the decision-

making situation. The knowledge base that is the focus of the subtest intro-

duced in this section is one squarely focused on the small “nonlaundry” 

part of life. Modernity has subjected all citizens to the conceptual abstrac-

tions necessary to navigate the monetary and financial world. Citizens of 

first-world, technological societies must navigate the complexities of credit 

cards, car loans, pension plans, mortgages, appliance warrantees, health-

care deductibles, auto insurance, life insurance, college savings plans, 

tax-deferred savings plans, and a myriad of other financial products and 

services. Unlike recurring perceptual events in the natural world which 

give our systems thousands of practice trials, some of these decisions in 

the financial domain will occur only a few times in a lifetime (e.g., pension 

plans, Medicare drug enrollment). There is no chance for Type 1 subsystems 

to receive extensive enough practice at such decisions. Instead, the way to 

effective decision making in the financial domain is to have learned spe-

cific knowledge relevant to each of the decisions. This is why financial lit-

eracy and economic knowledge make up an important subtest of the CART, 

weighted at 10 points.

For the Financial Literacy and Economic Knowledge subtest of the CART, 

we built on the financial literacy literature that has mushroomed in the 

past decade and a half (Lusardi & Mitchell, 2014). Research has shown that 

financial knowledge is sparse among the general population, with certain 

groups extremely deficient in such knowledge (Chen & Volpe, 1998; Man-

dell, 2009; NCEE, 2005). Higher financial literacy has been linked to posi-

tive real-life outcomes (Banks & Oldfield, 2007; Larrick, Nisbett, & Morgan, 

1993), although there is still controversy about the efficacy of training in 

this domain and its cost effectiveness (Fernandes, Lynch, & Netemeyer, 

2014; Larrick, Morgan, & Nisbett, 1990; Ross, Grossmann, & Schryer, 2014; 

Thaler, 2013). Nevertheless, Lusardi and Mitchell (2014) constructed a 

quantitative model that indicated that “it can still be socially optimal to 

raise financial knowledge for everyone early in life, for instance by mandat-

ing financial education in high school” (p. 9).

We accept Lusardi and Mitchell’s (2014) definition of financial literacy 

as “people’s ability to process economic information and make informed 
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decisions about financial planning, wealth accumulation, debt, and pen-

sions” (p. 6). In constructing our subtest, we generated items similar to 

those in a variety of economic literacy measures (Chen & Volpe, 1998; 

Klein & Buturovic, 2011; Mandell, 2009; NCEE, 2005). After pilot testing, 

we settled on a twenty-seven-item subtest (see the appendix for sample 

items). Our subscale encompasses diverse financial and economic concepts 

and issues such as diversification, compounding, government regulations, 

investment instruments, financial terminology, interest rates, supply/

demand logic, pyramid schemes, government debt, risk/reward relation-

ships, mutual funds, savings vehicles, liquidity, taxes, bonds, credit card 

debt, exponential growth, and sunk costs.

Each item is simply scored correct or incorrect, resulting in total raw 

scores that vary from 0 to 30 (one item has four subitems). In an unpub-

lished study in our laboratory (RT57) involving 375 university students as 

subjects, the mean raw score was 13.3 (SD = 3.6). The reliability of our 

financial literacy and economic knowledge subtest was 0.53 (Cronbach’s 

alpha). Items varied widely in difficulty, with scores ranging from 12.6 per-

cent correct to 81.9 percent correct.

In the same study, we examined the correlation of the Financial Lit-

eracy and Economic Knowledge subtest with other measures. This subtest 

displayed a correlation of 0.32 with SAT total scores and a correlation of 

0.41 with a ten-item version of the Reflection versus Intuition subtest. It 

displayed significant correlations of 0.42 with the Probabilistic Numeracy 

subtest described previously, and a 0.30 correlation with the Sensitivity to 

Expected Value subtest also discussed in this chapter (both correlations p < 

0.001).

The Financial Literacy and Economic Knowledge subtest correlated with 

a rejection of Superstitious Thinking subtest (0.19, p < 0.001) and with the 

rejection of Antiscientific Attitudes subtest (0.20, p < 0.001), both to be 

described in chapter 10. It did not correlate with the rejection of Conspir-

acy Beliefs subtest (r = 0.10), described in chapter 10, or with the avoidance 

of Dysfunctional Personal Beliefs measure (r = 0.05), described in the same 

chapter. Regarding the supplemental thinking dispositions assessed on the 

CART (see chapter 11), the Financial Literacy and Economic Knowledge 

subtest displayed significant correlations of 0.34 with the Actively Open-

Minded Thinking scale and 0.24 with the Deliberative Thinking scale (both 

p < 0.001).
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These results from our study of university students are in many ways 

quite reasonable. One disappointing aspect of the study, however, was the 

very modest reliability of 0.53, given that this was a 30-point test and that 

we had thought it was quite well constructed. Although we had culled items 

a bit before using this form of the Financial Literacy subtest, it would still be 

possible to improve the reliability of this version of the subtest by further 

culling items on a psychometric basis. For example, a statistical analysis 

of the results of this study indicated that there were several items with 

negative item-test correlations. But when we looked at the nature of these 

items, we were given pause. Specifically, they turned out to be the type of  

item that one would not want to remove from a comprehensive subtest of 

this type.

An examination of the content of the problematic items revealed that 

the difficulty might not be with our subtest per se, but with applying the 

subtest to young university students (the mean age in our sample was 18.8, 

SD = 1.0) who are without much experience with finances, money, and 

issues beyond managing a credit card. This is also suggested by the rela-

tively low mean score on this subtest, a score of 13.3 out of total poten-

tial score of 30. The item with the largest negative item-test correlation 

(–0.13) was the multiple-choice item: “Personal finance experts recom-

mend no-load mutual funds over load funds because …” It is clear that 

there is no reason to expect that a nineteen-year-old would have had any 

experience with mutual funds. Thus, this item probably results in a good 

deal of guessing among that population. It is not surprising that it did not 

contribute to the reliability of the test (in fact, it detracted a little). But this 

does not mean that we would want to remove this item from a subtest of 

an assessment device (the CART) that is meant to be applied to a much 

wider population than university students. This item on no-load mutual 

funds would be perfectly appropriate for individuals in their mid-thirties 

(a very typical age range for Amazon Mechanical Turk samples), because by 

then it would be expected that individuals would know about savings and 

investment vehicles, because savings should have begun for someone in his 

or her mid-thirties.

It is likewise with an item that concerned knowing the difference 

between a tax credit and a tax deduction. Again, it is understandable that 

this item was not diagnostic of performance on the rest of this scale for 

university students. The tax situation of the average young student in our 
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sample would not have any of the complexities that make the difference 

between a tax credit and a tax deduction something that would be of rel-

evance to him or her. In contrast, subjects in their late twenties or early 

thirties would have begun to encounter the complexities of the tax code 

that would make this kind of knowledge useful.

Several more items were of this type. That is, they appear to be problem-

atic among this university student sample, but they still concerned vital 

financial knowledge for people somewhat older. Therefore, although our 

study of university students was informative and provided us with knowl-

edge about some important correlations with other measures (such as 

cognitive ability and thinking dispositions), we thought that a better assess-

ment of the reliability of the test would come from a more diverse Amazon 

Mechanical Turk sample. Our Amazon Mechanical Turk study (Turk6) was 

completed by 391 subjects with a mean age of 33.1 (SD = 10.7). The subjects 

in this study did not complete the other measures that were in the study 

of university students, but instead filled out a brief demographics ques-

tionnaire and the Financial Literacy and Economic Knowledge subtest. The 

mean score in this study (16.8, SD = 4.5) was, as we predicted, substantially 

higher than that obtained by the university sample (13.3). The reliability of 

our Financial Literacy and Economic Knowledge subtest in the Mechanical 

Turk sample was 0.72 (Cronbach’s alpha), considerably higher than that in 

the university sample (0.53). Items varied widely in difficulty, with scores 

from 16.1 percent correct to 90.0 percent correct. Exploratory factor analy-

sis revealed a dominant factor with an eigenvalue of 2.82 that explained 

61.3 percent of the variance. The second factor displayed an eigenvalue of 

1.03, barely over the > 1 criterion.

Raw scores on the subtest displayed significant correlations with age (r 

= 0.25), educational level (r = 0.22), and sex (r = –0.17). Older subjects with 

more education performed better on this subtest than younger, less edu-

cated subjects. The mean score of males (17.6, SD = 4.8) was significantly 

higher than the mean score of females (15.9, SD = 4.1), t(389) = 3.58, p < 

0.001. The correlation with sex was not reduced when age and education 

were controlled (partial r = –0.21). In the appendix, the raw score on the 

subtest is translated into the ten-point weighting that it is given on the 

CART.
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The Sensitivity to Expected Value Subtest

To this point in the book, we have emphasized the axiomatic approach to 

subjective expected utility as a normative model of performance. In this 

approach, so-called representation theorems (Krantz, 1991; Savage, 1954) 

link a set of choice axioms (or choice rules, if you will) to a utility function 

that presumably results in an ordered and coherent set of preferences. To 

put it more simply and colloquially, it has been shown that if people fol-

low the key axioms, they are behaving as if they are maximizing expected 

utility. Thus, direct tests of whether people are adhering to the axioms 

(transitivity, independence, reduction of compound lotteries, etc.) become 

indirect tests of whether a person is adhering to the normative model of 

maximizing expected utility.

There is another way to assess whether people are maximizing expected 

utility, however, and that is to simply present subjects with monetary 

choices (e.g., gambles) and to observe whether people choose the option 

with the highest expected value. Of course, choices between gambles have 

been used to study preference reversals and other preference anomalies for 

some time now (Birnbaum 1999; Lichtenstein & Slovic, 1971, 2006), as has 

been discussed in chapter 8, but the present use of such a paradigm is even 

simpler. Here, we are not looking at whether sets of such choices display 

patterns of consistency across the normative axioms, but instead we are 

simply examining whether the testee can recognize the higher expected 

value option of two alternatives. In this subtest, we are interpreting the 

choice of the higher expected value option as the normative choice—the 

one that maximizes expected utility. We adopt this stance following the 

work of Rabin (2000a, 2000b; see also Benjamin, Brown, & Shapiro 2013; 

Shapiro 2005) who has shown that, for small stakes, people should be risk 

neutral and choose the higher expected value option regardless of the prob-

abilities involved.1

There is a small body of research linking the tendency to make high 

expected value choices with other components that are assessed on the 

CART. For example, Frederick (2005) showed that the original version of 

his cognitive reflection test predicted the tendency to make high expected 

value choices in two-choice gambles, particularly in cases where the risky 

choice had the higher expected value. Jasper et al. (2013) found that the 

tendency to make high expected value choices was related to a measure 
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of probabilistic numeracy similar to our Probabilistic Numeracy subtest. 

Finally, Benjamin, Brown, and Shapiro (2013) found that cognitive ability 

was related to the tendency to choose the higher expected value option.

Our twenty-item measure of the Sensitivity to Expected Value subtest 

(see the appendix for sample items) is similar to those typically used in par-

adigms involving choices between gambles. Typically, the higher expected 

value option was at least 25 percent more valuable than the alternative. For 

each pair of gambles, the options have positive expected values, and none 

of the gambles involve losses. The range of gambles clearly falls within 

what the arguments of Rabin (2000a, 2000b) would lead us to consider 

as small stakes. The raw score on the Sensitivity to Expected Value subtest 

of the CART is simply the number of times out of twenty that the subject 

chooses the higher expected value option.

The twenty items were run in a laboratory study involving 377 univer-

sity students (RT57). The mean total score was 14.8 (SD = 3.1). The reli-

ability of the total score was moderate (Cronbach’s alpha of 0.67). In the 

appendix, the raw score is translated into the five-point weighting that this 

subtest is given on the CART. In the same laboratory study, the raw total 

score on the Sensitivity to Expected Value subtest displayed a correlation of 

0.18 with SAT total scores and a correlation of 0.30 with a ten-item version 

of the Reflection versus Intuition subtest. Finally, the raw total score on the 

Sensitivity to Expected Value subtest displayed a correlation of 0.27 with 

the Probabilistic Numeracy subtest of the CART.

Risk Knowledge Subtest

A long-standing finding in cognitive psychology is that although our 

brains contain useful mechanisms for assessing risk, sometimes people’s 

calibration of risks in our technological society is suboptimal (Fischhoff & 

Kadvany, 2011; Lichtenstein, Slovic, Fischhoff, Layman, & Combs, 1978). 

That is, people sometimes misassess risk in their environments—sometimes 

worrying more about an event than its actual probability would warrant, 

and other times failing to be alert to risks that are much more probable 

(Fischhoff & Kadvany, 2011). Confirmation biases, probabilistic thinking 

errors, and contaminated mindware have been linked to people’s misassess-

ment of risks in their environment and to irrational public policy linked to 

risk (Baron, 1998, 2008; Sunstein, 2002). Perhaps even more relevant to risk 

misassessment, however, is the work of researchers who have studied what 
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is termed the “vividness effect” in human memory and decision making 

(Li & Chapman, 2009; Slovic, 2007; Stanovich, 2009; Trout, 2008; Wang, 

2009). When faced with a problem-solving or decision-making situation, 

people retrieve from memory the information that seems relevant to the 

situation at hand. The problem is that easy retrievability can be determined 

by factors other than frequency—a point going back to Tversky and Kahne-

man’s (1974) classic discussion of availability. For example, it is strongly 

influenced by vividness and by media exposure, which often does not track 

the true frequency of risks (Fischhoff & Kadvany, 2011).

Misleading personal judgments based on the vividness of media-

presented images are widespread. Studies have surveyed parents to see 

which risks to their children worried them the most (Gardner, 2008; Rad-

ford, 2005; Skenazy, 2009). Parents turned out to be most worried about 

their children being abducted, an event with a probability of 1 in 600,000. 

By contrast, the probability of their child being killed in a car crash, which 

the parents worried about much less, is dozens of times more likely (Gard-

ner, 2008). Likewise, children are much more likely to drown in a swim-

ming pool than they are to be abducted and killed by a stranger (Kalb & 

White, 2010). Of course, the fears of abduction are mostly a media-created 

worry. Car crashes, accidents (including firearm accidents), childhood obe-

sity, and suicide at older ages are much more of a threat to our children’s 

well-being than are events like abduction and shark attacks.

In assessing risk knowledge, we followed the classic paradigm introduced 

by Lichtenstein et al. (1978). The Risk Knowledge subtest (see the appendix 

for sample items) consists of fourteen items in which the subject chooses 

which of two causes of death is more likely. The total raw score on this sub-

test thus ranges from 0 to 14. The fourteen items were run in a laboratory 

study involving 182 university students (RT56). The items ranged widely in 

difficulty, with scores ranging from 12.1 percent correct (pneumonia versus 

motor vehicle accident) to 78.6 percent correct (bicycle-related versus com-

mercial airplane crash). The mean score was 7.2 (SD = 2.5). The reliability 

of the total score was 0.60 (Cronbach’s alpha). In the appendix, the raw 

score is translated into the 3-point weighting that this subtest is given on 

the CART.

We will present more data on the associations displayed by all of the 

subtests discussed above in chapter 13, when we report a study of the full-

form version of the CART.
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Chapter  10
Contaminated  Mindware

In chapter 9 we discussed subtests of the CART that assess areas of knowl-

edge that facilitate rational thinking. While discussing the framework of 

the CART in chapters 3 and 4, we mentioned that knowledge becomes 

implicated in rationality in two different ways. In those two chapters, we 

illustrated that it is sometimes best to think of this in terms of failures of 

rationality, or in terms of thinking errors (see table 3.1). So-called mind-

ware problems come in two types. When the knowledge bases discussed in 

chapter 9 are missing, we have a case of a mindware gap. A different type 

of mindware problem arises because not all mindware is helpful—either for 

attaining our goals (instrumental rationality) or for having accurate beliefs 

(epistemic rationality). In fact, some acquired mindware can be the direct 

cause of irrational actions that thwart our goals. This type of problem has 

been termed the “problem of contaminated mindware” (Stanovich, 2009; 

Stanovich, Toplak, & West, 2008).

Although there may be many specific clusters of misinformation that 

would support irrational thought and behavior, we tried, in this section 

of the CART, to assess domains with some degree of generality. In the 

CART, we assess several clusters of mindware that support pseudoscientific 

belief systems: superstitious thinking, antiscience attitudes, and conspiracy 

beliefs. This emphasis on pseudoscience is justified because pseudosciences 

are a major source of costly irrationality in society. In this chapter, we will 

also discuss a fourth subtest that is unrelated to the other three: the Dys-

functional Personal Beliefs subtest of the CART. It is a subtest that tests 

for the presence of self-defeating personal beliefs that impede people’s goal 

attainment.

Upon examination, pseudoscientific beliefs often tend to be more  

costly than most people think they are. First, people tend not to think 
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about opportunity costs. When people spend time (and money) on pseudo-

sciences, they gain nothing and also waste time that might have been spent 

on more productive endeavors. Even more important, in a complex, tech-

nological society, you may be affected by pseudoscientific beliefs even if 

you do not share those beliefs. For example, millions of Americans in areas 

without fluoridation are suffering needless cavities because their neighbors 

are in the grip of pseudoscientific conspiracy theories about the harmful 

effects of fluoridation (Brody, 2012; Griffin, Regnier, Griffin, & Huntley, 

2007). Some police departments have hired psychics to help with investiga-

tions even though research has shown that this practice has no effective-

ness (Radford, 2010; Shaffer & Jadwiszczok, 2010). There is not a single 

documented case of psychic information being used to successfully find a 

missing person (Radford, 2009).

A clear example of how we are all hurt when pseudoscientific beliefs 

spread is provided by the theory (first put forth in the early 1990s and 

continuing to this day) that autism is connected to the early vaccina-

tion of children. This theory is false (Grant, 2011; Offit, 2008), but it has 

spawned an antivaccination movement. As a result, immunization rates 

have decreased, many more children have been hospitalized with measles 

than would have been otherwise, and some have died (Goldacre, 2008; 

Grant, 2011; Offit, 2008). Again, the lesson is that in an interconnected 

society, your neighbor’s pseudoscientific belief might affect you even if you 

reject the belief yourself. Physicians are increasingly concerned about the 

spread of medical quackery on the Internet (Offit, 2008) and its real health 

costs. Many sick individuals delay getting medically appropriate treatment 

because they waste time chasing bogus cures. Renowned computer entre-

preneur Steve Jobs ignored his doctors after being told of his pancreatic 

cancer and delayed surgery for nine months while he pursued unproven 

fruit diets, consulted a psychic, and received bogus hydrotherapy (Isaacson, 

2011).

High intelligence is no inoculation against the contaminated mindware 

of various pseudosciences (as the case of Jobs shows). The complex mind-

ware of pseudosciences often sounds most enticing to those of moderate to 

high intelligence. Search the Internet for examples of conspiracy theories, 

tax-evasion schemes, get-rich-quick schemes, schemes for “beating” the 

stock market, and procedures for winning the lottery. You will quickly see 

that many of them are characterized by enticing complexity. For example, 
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many get-rich-quick schemes involve real-estate transactions that interact 

in a complex manner with the tax system. Many win-the-lottery books con-

tain explanations (wrong ones!) using mathematics and probabilities. Beat-

the-market stock investment advice often involves the mathematics and 

graphics of so-called technical analysis.

The intuition that those taken in by fraudulent investment schemes are 

probably not of the lowest intelligence is confirmed by the results of a study 

commissioned by the National Association of Securities Dealers (Consumer 

Fraud Research Group, 2006). The study found that 68.6 percent of the 

investment fraud victims had at least a BA degree. The proportion of the 

investment victim group with incomes over $30,000 was 74.1 percent. We 

can infer from these statistics that many victims of investment fraud are not 

of low intelligence. Likewise, the communities that were most affected by 

antivaccination pseudoscience were not low-SES communities, but instead 

were affluent, well-educated communities like Boulder, Colorado and Santa 

Monica, California (Offit, 2014).

Cognitive scientists have uncovered some of the reasons why intelligent 

people can come to have beliefs that are seriously out of kilter with real-

ity. One explanation is in terms of so-called knowledge-projection tenden-

cies (see Stanovich, 1999). The idea here is that in a natural ecology where 

most of our prior beliefs are true, processing new data through the filter of 

our current beliefs will lead to faster accumulation of knowledge. But the 

assumption here—that we are in a domain where our beliefs are largely 

true—is critical. To the extent that current beliefs are true, then we will 

assimilate further true information more rapidly. However, when the subset 

of beliefs that the individual is drawing on contains substantial amounts of 

false information, knowledge projection will delay the assimilation of the 

correct information. And herein lies the key to understanding the creation-

ist or the Holocaust denier. The knowledge-projection tendency, efficacious 

in the aggregate, may have the effect of isolating certain individuals on 

“islands of false beliefs” from which they are unable to escape. Knowledge 

projection from an island of false beliefs might explain the phenomenon 

of otherwise intelligent people who get caught in a domain-specific web 

of falsity that, because of projection tendencies, they cannot escape. Such 

individuals often use their considerable computational power to rationalize 

their beliefs and to ward off the arguments of skeptics.1
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We would, of course, expect more intelligent individuals to acquire more 

mindware of all types based on their superior learning abilities. This would 

result in them acquiring more mindware that fosters rational thought (i.e., 

the mindware discussed in chapter 9). However, this superior learning abil-

ity would facilitate intelligent individuals acquiring more contaminated 

mindware as well. Complex contaminated mindware might even require 

a certain level of intelligence in order to be enticing to the host. George 

Orwell conjectured in this vein when discussing political attitudes in the 

World War II era: “There is no limit to the follies that can be swallowed if 

one is under the influence of feelings of this kind. … One has to belong to 

the intelligentsia to believe things like that: no ordinary man could be such 

a fool” (1968, p. 379).

Three of the four subtests we will discuss in this chapter reflect an inter-

locking set of beliefs surrounding pseudoscience: tendencies toward super-

stitious thinking, attitudes toward legitimate science, and endorsement of 

conspiracy beliefs. The literatures on conspiratorial ideation and attitudes 

toward science have tried to pull these concepts apart. That is, the literature 

has discussed issues such as which attitudes are causally prior to others 

and exactly how they are linked (Goertzel, 1994; Lewandowsky, Gignac, & 

Oberauer, 2013; Lewandowsky, Oberauer, & Gignac, 2013; Majima, 2015; 

Oliver & Wood, 2014). We will not review this literature, nor will we take a 

stand on which of these thinking styles is causally prior. Instead, we simply 

wish to assess three areas of interlocking beliefs and attitudes that have 

implications for avoiding contaminated mindware. Specifically, avoiding 

these thinking styles is an indication that a person is not likely to take irra-

tional actions because of the presence of contaminated mindware.

In this chapter, we will first present three subtests of the CART that 

reflect the tendency to avoid contaminated mindware of the type con-

tained in many of the pseudosciences mentioned above. The first subtest 

we will consider is the Superstitious Thinking subtest. The second subtest 

assesses a variety of antiscientific attitudes that might impede the critical 

examination of contaminated mindware. Finally, our Conspiracy Beliefs 

subtest probes the tendency to host contaminated mindware by assess-

ing the tendency to endorse beliefs that are false, harmful, and unjustified 

because of their reliance on the action of unseen powerful forces that are 

empirically opaque (Oliver & Wood, 2014; Sunstein & Vermeule, 2009). 

As we mentioned above, we expect some degree of interrelation among 
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these three subtests because they reflect an interacting worldview concern-

ing how beliefs are acquired and maintained, and how various types of 

evidence are weighted.

The Superstitious Thinking Subtest

We have been investigating superstitious thinking measures since 1989 

(Stanovich, 1989), when we began using a measure inspired by items in 

previous paranormal beliefs questionnaires and superstitious thinking 

tests (Jones, Russell, & Nickel, 1977; Tobacyk & Milford, 1983). We have 

obtained some support for the view argued above, that superstitious think-

ing is linked to attitudes toward science and strategies for dealing with evi-

dence. For example, in a 1997 study (Stanovich & West, 1997), we found 

that a high superstitious thinking score was significantly associated with 

poor performance on the Argument Evaluation subtest, discussed in chap-

ter 8. Furthermore, the association with avoiding myside bias on that sub-

test remained significant after cognitive ability had been partialled out.

Subsequent studies have reinforced this pattern. Sá, Kelley, Ho, and Sta-

novich (2005) studied informal reasoning abilities using a variant of the 

structured interview paradigm of Kuhn (1991). They found that those scor-

ing higher in superstitious thinking were more likely to use unsophisticated 

forms of argumentation such as simply reiterating their original theory 

rather than offering evidence. Furthermore, superstitious thinking was 

linked to unsophisticated argumentation styles even after the variance due 

to cognitive ability had been parceled out.

Kokis et al. (2002) found a similar pattern with a different rational think-

ing task in a study of children who completed a superstitious thinking 

measure adapted for younger respondents. That measure was significantly 

negatively associated with the tendency to pay attention to noncausal base 

rates of the type studied by Fong et al. (1986) and discussed in chapter 5. 

Additionally, high scores on the superstitious thinking measure were still 

associated with ignoring noncausal base rates even after variation in cogni-

tive ability had been controlled. Macpherson and Stanovich (2007) found 

an association between high levels of superstitious thinking and the ten-

dency for syllogistic reasoning to be influenced by belief bias in a paradigm 

similar to that discussed in chapter 7.
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Toplak et al. (2007) were able to link superstitious thinking to dysfunc-

tional real-world behavior. In a study of pathological gamblers, subclinical 

gamblers, and a control group, they found that higher levels of superstitious 

thinking were significantly associated with more dysfunctional gambling 

behavior. Furthermore, they found that this association remained signifi-

cant after controlling for cognitive ability differences between their groups.

There are twelve items on the Superstitious Thinking subtest of the CART 

(see the appendix for sample items). The subtest assesses belief in a variety 

of superstitious and paranormal ideas such as astrology, psychokinesis, luck 

in general, mind reading, lucky numbers and possessions, unlucky objects, 

horoscopes, and predicting the future. The response scale was a six-point 

scale with no neutral point that was scored as follows: strongly disagree (1), 

disagree moderately (2), disagree slightly (3), agree slightly (4), agree mod-

erately (5), agree strongly (6).

In the actual use of this subtest, the items are intermixed with the items 

from the Dysfunctional Personal Beliefs subtest described in this chapter as 

well as some of the thinking dispositions discussed in chapter 11 (Actively 

Open-Minded Thinking, Deliberative Thinking, Future Orientation, Differ-

entiation of Emotions).

The items in the Superstitious Thinking subtest were run in a labora-

tory study involving 377 university students (RT57). The mean total score 

was 32.9 (SD = 9.2). The reliability of the total score was fairly high (Cron-

bach’s alpha of 0.81). Exploratory factor analysis revealed a dominant fac-

tor with an eigenvalue of 3.46 that explained 83.9 percent of the variance. 

The eigenvalue of the second factor was less than one.

In the appendix, the raw score is translated into the five-point weighting 

that this subtest is given on the CART. Raw scores increase in the direction 

of more superstitious thinking and CART scores increase in the direction 

of rejection of superstitious thinking. This will be true of the other three 

contaminated mindware subtests as well: higher CART scores are in the 

direction of rejecting belief in the contaminated mindware.

We will discuss the relationships with other CART tasks included in this 

study after we have presented two other subtests related to the tendency to 

acquire contaminated mindware (the Antiscience Attitudes subtest and the 

Conspiracy Beliefs subtest).
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The Antiscience Attitudes Subtest

The Superstitious Thinking subtest just described provides a direct mea-

sure of the acquisition of contaminated mindware in a specific and highly 

important domain of a person’s worldview. Below, we describe the Con-

spiracy Beliefs subtest of the CART that likewise is a direct measure of the 

acquisition of contaminated mindware in an important domain of an indi-

vidual’s worldview. In this section, we describe beliefs related to an even 

more important and all-encompassing domain—the domain of science 

itself. Attitudes toward science have been shown to relate to the acquisition 

of accurate scientific knowledge itself (Allum et al., 2008).

The Antiscience Attitudes subtest of the CART assesses the type of atti-

tudes that a person takes toward scientific knowledge. Specifically, the sub-

test looks at whether the respondent has a tendency to eschew science and 

to turn instead to intuition or “gut instinct” to justify belief and action. 

The subtest has items that assess whether the respondent tends to rely on 

empirical evidence or intuition; whether the respondent believes that sci-

ence is a reliable source of progress; what the respondent does when scien-

tific facts conflict with common sense; and whether the respondent relies 

more on observation or on instinct.

There are thirteen items on the Antiscience Attitudes subtest of the CART 

(see the appendix for sample items). The response scale was a six-point 

scale with no neutral point, described above. The items were presented as a 

block and were run in a laboratory study involving 377 university students 

(RT57). The mean total score was 40.7 (SD = 7.6). The reliability of the total 

score was fairly high (Cronbach’s alpha of 0.81). Exploratory factor analy-

sis revealed a dominant factor with an eigenvalue of 3.44 that explained  

87.5 percent of the variance. The eigenvalue of the second factor was less 

than one.

In the appendix, the raw score is translated into the five-point weighting 

that this subtest is given on the CART. Raw scores increase in the direction 

of more antiscience thinking and CART scores increase in the direction of 

rejection of antiscience thinking.
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The Conspiracy Beliefs Subtest

Conspiracy beliefs, defined as “an effort to explain some event or practice 

by reference to the machinations of powerful people, who attempt to con-

ceal their role” (Sunstein & Vermeule, 2009, p. 205), represent an important 

area of contaminated mindware. These beliefs, given the lack of evidence 

for them, appear to be remarkably prevalent, especially considering that 

we live in an information-saturated society. For example, depending on 

the survey, it appears that almost 20 percent of the North American public 

believes that the US government had a role in planning the 9/11 attacks 

(Oliver & Wood, 2014; Sunstein & Vermeule, 2009), a majority believed in 

a conspiracy surrounding the assassination of John F. Kennedy (Goertzel, 

1994), and 15–20 percent believe that government has spread AIDS delib-

erately (Goertzel, 1994). Oliver and Wood (2014) summarize the results of 

some surveys by noting that “four nationally representative survey samples 

collected in 2006, 2010, and 2011 indicate that over half of the Ameri-

can population consistently endorse some kind of conspiratorial narrative 

about a current political event” (p. 953).

Not only are conspiracy beliefs prevalent, but conspiratorial ideation 

appears to be part of a cluster of thinking styles that interconnect super-

stitious behavior, antiscience attitudes, and animistic thinking (Oliver & 

Wood, 2014). One common finding in the literature is that conspiracy 

beliefs tend to go together. That is, a belief in one type of conspiracy tends 

to be correlated with a belief in others (Dagnall et al., 2015; Goertzel, 

1994; Lewandowsky, Oberauer, & Gignac, 2013; Majima, 2015; Swami et 

al., 2011). This finding is so ubiquitous that one group of authors humor-

ously titled an article “NASA Faked the Moon Landing—Therefore, Cli-

mate Science Is a Hoax” (Lewandowsky, Oberauer, & Gignac, 2013). The 

co-occurrence of conspiracy beliefs is so strong that it is not uncommon for 

people to believe in conspiracies that contradict each other (Wood, Doug-

las, & Sutton, 2012).

One reason that conspiracy beliefs seem to be correlated across domains 

is that all conspiracy theories tap common underlying psychological mech-

anisms. Oliver and Wood (2014) posit two innate psychological predisposi-

tions as underlying conspiratorial ideation. One is the tendency to explain 

events by attributing intentionality to unseen others. The second is the 
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tendency to look for melodramatic narratives when faced with the need to 

explain an important event. Both of these predispositions have been dis-

cussed extensively in the literature for some time now (Banerjee & Bloom, 

2014; Bloom, 2004; Boyer, 2001, 2003; Dennett, 1987, 1991; 1996; Hood, 

2009; Humphrey, 1976). The strong human propensity to infer intention-

ality and the tendency to rely on a narrative mode of thought were two 

important components of what Stanovich (2003, 2004) termed a set of four 

“fundamental computational biases” in human cognition:

(1) the tendency to contextualize a problem with as much prior knowl-

edge as is easily accessible, even when the problem is formal and the 

only solution is a content-free rule;

(2) the tendency to “socialize” problems even in situations where interper-

sonal cues are few;

(3) the tendency to see deliberative design and pattern in situations that 

lack intentional design and pattern; and

(4) the tendency toward a narrative mode of thought.

Biases 3 and 4 are the fundamental computational biases that relate to con-

spiratorial ideation. The former bias (3), in the case of conspiratorial ide-

ation, is just intentionality overextended in a different way—in the case of 

conspiracies, to unseen entities.

It is clear why we would expect a linkage between conspiratorial ide-

ation and the Antiscience Attitudes subtest. Scientific attitudes are Sys-

tem 2 products (Stanovich, 2004) that are good at uncovering System 1 

defaults that should be overridden. Likewise, supernatural thinking of the 

type assessed in our Superstitious Thinking subtest would appear to derive 

from the same fundamental computational biases that Oliver and Wood 

(2014) posit as central to conspiratorial ideation. Thus, we would expect 

some positive association between all three of the subtests discussed thus 

far in this chapter.

There are twenty-four items on the Conspiracy Beliefs subtest of the 

CART (see the appendix for sample items). We drew on a large number of 

conspiracies studied in the literature (Goertzel, 1994; Lewandowsky, Ober-

auer, & Gignac, 2013; Oliver & Wood, 2014), and added a few new ones of 

our own. Our subtest covered a wide range of conspiratorial beliefs. Most 

importantly, it covered conspiracies of both the political left and political 
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right. Unlike some previous measures, it was not just a proxy for politi-

cal attitudes (see Brandt et al., 2015; Chambers, Schlenker, & Collisson, 

2013; Kahan, 2013; Oliver & Wood, 2015). Some of the commonly studied 

conspiracies that we assessed were: the assassination of President John F. 

Kennedy, the 9/11 attacks, fluoridation, the moon landing, pharmaceutical 

industry plots, the spread of AIDS, oil industry plots, and Federal Reserve 

conspiracies.

The response scale that was described above was used for this subtest as 

well. Like the Antiscience Attitudes subtest, the items on the Conspiracy 

Beliefs subtest were all presented together. Five extra items were included 

that actually did involve collusion on the part of corporations and govern-

ment. We will call these the “justified beliefs” items. Subjects who were 

simply adopting a strategy of strongly denying conspiracies for reasons of 

impression management would score unusually low on these five items.

This subtest was run in the laboratory study mentioned above that 

involved 377 university students (RT57). Three subjects answered all five of 

the justified beliefs items “disagree strongly” and also answered at least 22 of 

24 target conspiracy items the same way. These three subjects were removed 

from subsequent analyses involving this subtest, because they seemed to 

have developed an unthoughtful response set for the entire subtest. The 

mean total score of the remaining 374 subjects on the 24 target conspiracy 

items was 58.6 (SD = 17.5). This represents an average score of 2.44 on each 

of the individual conspiracies, which is a response scale location in the 

middle of “disagree moderately” and “disagree slightly.” The mean total 

score on the five justified beliefs items was 18.7 (SD = 3.7). This represents 

an average score of 3.73 on each of the justified beliefs items, which is 

a response scale location in the middle of “agree slightly” and “disagree 

slightly,” leaning a bit more toward the former—a location substantially 

higher than that for the target conspiracy items, as would be expected.

The reliability of the total score on the 24 target conspiracy items was 

high (Cronbach’s alpha of 0.92). The reliability of the total score on the five 

justified beliefs items was 0.69 (Cronbach’s alpha). From here on, when we 

refer to the Conspiracy Beliefs subtest, we mean the 24 target conspiracy 

items only, even though in administration the five justified beliefs items 

were intermixed with them. In the appendix, the raw score is translated 

into the ten-point weighting that this subtest is given on the CART. Raw 
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scores increase in the direction of more conspiracy belief and CART scores 

increase in the direction of rejection of conspiracy beliefs. Exploratory fac-

tor analysis of the Conspiracy Beliefs subtest revealed a dominant factor 

with an eigenvalue of 7.88 that explained 79.1 percent of the variance. 

The second factor displayed an eigenvalue (1.22) not very far over the > 1 

criterion.

Table 10.1 presents the correlations between the raw score on the Con-

spiracy Beliefs subtest and the other variables in this study. As expected, the 

Conspiracy Beliefs subtest correlated (p < 0.001) with both the raw Supersti-

tious Thinking subtest score (r = 0.32) and the raw Antiscience Attitudes 

subtest score (r = 0.26). Also as expected, the latter two subtests correlated 

with each other (r = 0.20, p < 0.001). Because these three subtests were self-

report questionnaire measures, we were concerned about social desirability/

impression management issues contributing to the variance. Therefore, in 

this and other studies, we have included a ten-item Impression Manage-

ment scale (Cronbach’s alpha = 0.72) adapted from the work of Paulhus 

(1991). The next line in table 10.1 indicates that impression management 

was not highly associated with responses on these three subtests. Two of 

the three correlations were not significant even with this substantial sam-

ple size, and the third was –0.14 (p < 0.01.); in the latter case, higher impres-

sion management was associated with rejection of superstitious thinking.

Table 10.1
Correlations among the variables in RT57

1 2 3 4 5 6 7

1. Conspiracy Beliefs

2. Superstitious Thinking .32

3. Antiscience Attitudes .26 .20

4. Impression Management –.06 –.14 –.01

5. SAT Total –.16 –.24 –.30 .00

6. Reflection versus Intuition –.14 –.19 –.23 .05 .44

7. Financial Literacy –.10 –.19 –.20 –.06 .32 .41

8. Probabilistic Numeracy –.13 –.19 –.20 –.10 .37 .47 0.42

Note: All correlations larger than .10 in absolute value are significant at the .05 level. 

Ns range from 348 to 377.
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The remainder of table 10.1 presents the correlations between the three 

subtests discussed so far in this chapter and SAT total score, a version of the 

Reflection versus Intuition subtest, and the Financial Literacy subtest and 

the Probabilistic Numeracy subtest. The correlations varied in magnitude, 

but only one failed to reach statistical significance (the Conspiracy Beliefs 

subtest and the Financial Literacy subtest).

The demographics questionnaire in this study contained two questions 

on political beliefs. One concerned the respondent’s vote or favored candi-

date in the 2012 presidential election in the United States (choices restricted 

to Romney and Obama). The second concerned ideological orientation and 

ran from conservative to liberal on a six-point scale. We examined political 

ideology in the context of the Conspiracy Beliefs subtest because the litera-

ture on this association is evolving. The earlier literature seemed to suggest 

that conspiratorial ideation was associated with the political right. How-

ever, more recent research has suggested that this was simply a function 

of the specific conspiracy beliefs that were studied and their distribution 

in the questionnaire. More balanced research and more balanced stimu-

lus materials have suggested that conspiracy beliefs (and other tendencies, 

such as intolerance) are equally prevalent on the right and the left (Brandt 

et al., 2014; Brandt et al., 2015; Chambers et al., 2013; Kahan, 2013; Oliver 

& Wood, 2014).

The results from this study were consistent with the more recent work on 

this issue. There was no significant correlation between voting for Obama 

or liberalism and the score on the Conspiracy Beliefs subtest (–0.08 in both 

cases). No doubt this was because our questionnaire contained more items 

than were included in earlier research, and also because we attempted to 

include both right-wing and left-wing conspiracy items as well as a good 

number of items that spanned the political divide. We strongly achieved 

the latter, because only three of our twenty-four items showed a significant 

correlation with political ideology (belief in a SARS conspiracy, belief that 

climate science is a hoax, and belief that the Federal Reserve is controlled 

by international elites were all significantly associated with conservatism). 

In the aggregate, our Conspiracy Beliefs subtest was largely independent of 

ideology, which is a positive feature of it as a subtest in a rational thinking 

assessment.

Because contaminated mindware of the conspiracy-belief type is acquired 

over a lifetime and the university sample in RT57 had a mean age of only 
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18.8 years, we tested an older Amazon Mechanical Turk sample (Turk2). 

In addition to the Conspiracy Beliefs subtest, the subjects in the Mechani-

cal Turk sample completed a different set of measures than were in the 

study of university students just discussed. The Amazon Mechanical Turk 

study (Turk2) was completed by 222 subjects with a mean age of 32.3 (SD = 

9.8), 134 of whom were males and 88 of whom were females. Two subjects 

answered three or four of the justified belief items “disagree strongly” and 

also answered at least 22 of 24 target conspiracy items the same way. These 

two subjects were removed from subsequent analyses involving this subtest 

because they seemed to have developed an unthoughtful response set for 

the entire subtest. The mean total score of the remaining 220 subjects on 

the 24 target conspiracy items was 64.7 (23.1), significantly higher than 

the mean in the university sample (58.6; t(592) = 3.65, p < 0.001). The 

mean total score of the Mechanical Turk sample on the five justified beliefs 

items was 22.1 (SD = 4.8), also significantly higher than the mean in the 

university sample (18.7; t(592 = 8.92, p < 0.001). These differences in con-

spiracy beliefs between samples did not replicate in another study, RT60 

(see chapter 13), perhaps because both groups there were well-compensated 

monetarily and both completed the entire CART.

The reliability of the Conspiracy Beliefs subtest in the Mechanical Turk 

sample was 0.94 (Cronbach’s alpha), even higher than that in the university 

sample (0.92). The reliability of the total score on the five justified beliefs 

items was 0.76 (Cronbach’s alpha), again higher than that in the university 

sample (0.69). Exploratory factor analysis of the Conspiracy Beliefs subtest 

in the Mechanical Turk sample revealed a dominant factor with an eigen-

value of 10.16 that explained 76.7 percent of the variance. The second fac-

tor displayed an eigenvalue (1.31) not very far over the > 1 criterion.

The Dysfunctional Personal Beliefs Subtest

The previous three subtests probed an interlocking set of beliefs and atti-

tudes toward science, toward the nature of explanation, and toward the 

definition of evidence, as well as attitudes toward belief justification and 

expertise. It is not surprising that these three subtests displayed significant 

intercorrelations. The fourth subtest on the CART that concerns contami-

nated mindware taps a different domain and thus would not be expected to 

correlate with the other three.
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There is an enormous literature in clinical psychology documenting 

how certain personal beliefs are associated with suboptimal psychological 

and behavioral outcomes (Bentz, Williamson, & Franks, 2004; Bernard & 

Cronan, 1999; Butler, Beck, & Cohen, 2007; Christensen, Moran, & Wiebe, 

1999; Kendall et al., 2008; Leahy, Holland, & McGinn, 2012; Lindner et al., 

1999; Palmer, Gilleen, & David, 2015; Terjesen, Salhany, & Sciutto, 2009). 

Many of these beliefs are self-defeating in that they subvert the very goals 

that people have, and they cause the very worry and distress that most 

people wish to avoid. Examples of these would be personal stances that fail 

to accept the necessary imperfection of human performance or that fail to 

acknowledge the inevitable variability in the social world’s response to one-

self. Extreme perfectionism is often a worldview associated with negative 

behavioral and psychological outcomes. An excessive concern with social 

acceptance is another. Problems in dealing with the inevitable uncontrol-

lable events in life are also part of this cluster of unhealthy beliefs about 

one’s personal world.

Drawing on this large literature relating personal worldviews to psycho-

logical outcomes, and after some pilot work, we developed the nine-item 

Dysfunctional Personal Beliefs subtest of the CART (see the appendix for 

sample items). The subtest was run in the same laboratory study involving 

377 university students (RT57) that was discussed above. The mean total 

score was 32.5 (SD = 7.2). The reliability of the total score was fairly high 

(Cronbach’s alpha of 0.76). Exploratory factor analysis revealed a domi-

nant factor with an eigenvalue of 2.55 that explained 95.8 percent of the 

variance. The eigenvalue of the second factor was less than one. In the 

appendix, the raw score is translated into the five-point weighting that this 

subtest is given on the CART. Raw scores increase in the direction of more 

dysfunctional beliefs and CART scores increase in the direction of rejection 

of dysfunctional beliefs.

In the same laboratory study, the raw total score on the Dysfunctional 

Personal Beliefs subtest failed to correlate significantly with either SAT total 

scores (0.04) or with a ten-item version of the Reflection versus Intuition 

subtest (–0.10). Finally, the Dysfunctional Personal Beliefs subtest failed to 

correlate significantly with the three measures of contaminated mindware 

discussed previously: Superstitious Thinking (0.09), Antiscience Attitudes 

(–0.10), and Conspiracy Beliefs (–0.03). Finally, one caution in using the 

Dysfunctional Personal Beliefs subtest is that it did correlate significantly 
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with the Impression Management measure discussed previously (r = –0.29, 

p < 0.001). Thus, the fact that it is carrying some impression management/

social desirability variance must be a consideration in interpreting any rela-

tionships involving this subtest.

We will present more data on the associations displayed by all of the 

subtests discussed above in chapters 12 and 13 when we report studies of 

the short-form and full-form versions of the CART.
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Chapter  11
The  Dispositions  and  Attitudes  of  Rationality

In this chapter, we will consider the thinking dispositions of rationality, 

which in the CART are supplemental measures. These thinking dispositions 

help to contextualize the scores on other components of the CART. How-

ever, they are not scored as part of the CART itself. Rather, we developed 

them to serve as useful supplements to the CART subtests. We discussed 

the reasons for not including these dispositions in the CART in chapter 

2. As we pointed out there, and as we will discuss in more detail in this 

chapter, thinking disposition measures are not direct measures of rational-

ity. Instead, they provide clues as to which underlying mechanisms are 

involved in suboptimal thinking. In the remainder of this chapter, we will 

briefly contextualize thinking dispositions in terms of broad psychological 

theory. We will then discuss the particular measures that we feel are tightly 

enough linked to rational thinking that they are useful supplements to the 

CART subtests—that is, measures that might help to contextualize the rea-

sons for the level of performance on other parts of the CART.

Thinking Dispositions in Psychology

As discussed in chapter 2, the distinction between cognitive capacities and 

thinking dispositions is an old one in psychology, although the latter term 

goes under a variety of names.1 Despite this diversity of terminology, most 

authors use such terms similarly—to refer to relatively stable psychologi-

cal mechanisms and strategies that tend to generate characteristic behav-

ioral tendencies and tactics (see Buss, 1991). In this chapter, we will follow 

many others (Ennis, 1987; Perkins, 1995) in using the term “thinking 

dispositions.”
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Cognitive capacities are the types of cognitive processes studied by 

information-processing researchers seeking the underlying cognitive basis 

of performance on IQ tests. Perceptual speed, discrimination accuracy, 

working memory capacity, and the efficiency of the retrieval of informa-

tion stored in long-term memory are examples of cognitive capacities that 

underlie traditional psychometric intelligence and have been extensively 

investigated. Thinking dispositions, in contrast, are better viewed as cog-

nitive styles. Rational thinking dispositions are those that relate specifi-

cally to the adequacy of belief formation and decision making. Examples 

of rational thinking dispositions include “the disposition to weigh new evi-

dence against a favored belief heavily (or lightly), the disposition to spend 

a great deal of time (or very little) on a problem before giving up, or the 

disposition to weigh heavily the opinions of others in forming one’s own” 

(Baron, 1985, p. 15).

As discussed in chapter 2, there is substantial evidence that thinking 

dispositions can explain variance in components of rational thinking after 

the variance due to cognitive ability has been controlled. This is what 

would be expected if, as argued in chapter 2, thinking dispositions help us 

to separate the reflective from the algorithmic mind. Both intelligence and 

thinking dispositions underlie rational thinking. Neither is a direct measure 

of rational thinking itself. Intelligence and thinking dispositions are in a 

sense diagnostics of the potential locus of the problem when a person is 

not rational. Again, recall the tripartite model of mind discussed in chapter 

2. Figure 2.2 reminds us that rationality is a more encompassing construct 

than either fluid intelligence or thinking dispositions. Rationality depends 

on mechanisms in all the minds of the tripartite model.

The thinking dispositions scales discussed in this chapter are supplemen-

tal to the subtests of the CART, and are not primary measures of rationality 

themselves, because they are not maximizing concepts like the other con-

structs on the CART. Optimal functioning does not result from maximizing 

cognitive styles. Instead, rationality, plotted against most thinking dispo-

sitions, is an inverted U-shaped function. One does not maximize ratio-

nality by maximizing the reflectivity/impulsivity dimension, for example, 

because such a person might get lost in interminable pondering and never 

make a decision. One does not maximize the dimension of belief flexibility, 

either, because such a person might end up with a pathologically unstable 

personality. Reflectivity and belief flexibility are “good” cognitive styles 
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only in the sense that most people are too low on both dimensions (Baron, 

2008); most people would be more rational if they increased their degrees 

of reflectivity and belief flexibility. But this does not mean that either of 

these thinking dispositions should always be maximized.

The Thinking Dispositions That Foster Rationality

Not all of the thinking dispositions studied by psychologists relate to ratio-

nality. Also, there may be more scales measuring cognitive styles than there 

are true underlying constructs. This is because many thinking disposition 

measures, although they may be named differently by their investigators, 

are really measuring very similar things. We settled on four different think-

ing disposition scales for the CART that reflect relatively disparate domains 

of cognitive regulation: the Actively Open-Minded Thinking scale, the 

Deliberative Thinking scale, the Future Orientation scale, and the Differen-

tiation of Emotions scale.

We have been investigating actively open-minded thinking skills for 

almost two decades. We were inspired by the work of Baron (1985) to oper-

ationalize this concept, and we have refined the scale and examined its 

correlates in several studies (Stanovich & West, 1997, 2007; see also Baron 

et al., 2015; Svedholm & Lindeman, 2013). Our current scale taps several 

interrelated aspects of open-minded thought: the avoidance of epistemo-

logical absolutism, willingness to perspective-switch, willingness to decon-

textualize, and the tendency to consider alternative opinions and evidence 

(Samuelson & Church, 2015). It has similarities to measures in the litera-

ture such as dogmatism and absolutism scales (Rokeach, 1960), need for 

closure measures (Kruglanski & Webster, 1996), and two dispositional fac-

tors which Schommer (1990, 1993) calls “belief in simple knowledge” and 

“belief in certain knowledge.” Our scale is focused more generally on the 

issue of epistemic self-regulation (Cederblom, 1989; Goldman, 1986; Har-

man, 1995; Nozick, 1993; Samuelson & Church, 2015; Thagard, 1992).

Stanovich and West (1997) found that an earlier version of our scale 

accounted for variance in performance on the Argument Evaluation sub-

test, even after the variance due to SAT total scores was partialled out. Sá, 

West, and Stanovich (1999) replicated this finding and additionally found 

that a scale of actively open-minded thinking predicted the avoidance of 

belief bias in syllogistic reasoning, also after the variance in a composite 
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measure of cognitive ability was partialled out. In a study of 10- to 13-year-

old children Kokis et al. (2002) found that a children’s actively open-

minded thinking scale was also a unique predictor of the degree of belief 

bias in syllogistic reasoning (that is, after cognitive ability was controlled 

for). Actively open-minded thinking was also a unique predictor of the use 

of noncausal base rates in a task adapted for children.

Sá et al. (2005) found that those scoring higher in actively open-minded 

thinking used fewer unsophisticated forms of argumentation, such as sim-

ply reiterating their original theory, and were more likely to offer valid 

evidence. Furthermore, actively open-minded thinking was linked to 

sophisticated argumentation styles even after the variance due to cogni-

tive ability had been partialled out. Sá and Stanovich (2001) found actively 

open-minded thinking to be an independent predictor of judgments of the 

mental content of others. Finally, one of our actively open-minded think-

ing scales correlated significantly with a particular myside bias measure 

that has little association with cognitive ability (Stanovich & West, 2008a).

In several other studies, we found that an earlier version of our actively 

open-minded thinking scale (in conjunction with other thinking disposi-

tions in an amalgamated variable) predicted performance, on a variety of 

heuristics and biases tasks, after partialling cognitive ability. These heuris-

tics and biases tasks include noncausal base rate tasks, hypothesis evalua-

tion tasks, four-card selection tasks, covariation detection, gambler’s fallacy, 

sample size problems, conjunction fallacy, Bayesian reasoning, framing 

problems, ratio bias, sample size problems, and probability matching (Sta-

novich & West, 1998c; Toplak, West, & Stanovich, 2011, 2014a; West, 

Toplak, & Stanovich, 2008). Other laboratories have found our actively 

open-minded thinking measure to predict performance on heuristics and 

biases tasks and other reasoning paradigms (Baron et al., 2015; Haran, 

Ritov, & Mellers, 2013; Heijltjes et al., 2014, 2015).

Our Deliberative Thinking scale was designed to capture the type of 

cognitive variance tapped by need for cognition and typical intellectual 

engagement measures (Cacioppo et al., 1996; Goff & Ackerman, 1992). 

Pilot versions of our scale and/or the original need for cognition scale were 

used in some of our earlier studies. Although not as potent a predictor as 

actively open-minded thinking, deliberative thinking displays associations 

with numerous heuristics and biases tasks (Kokis et al., 2002; Macpherson 

& Stanovich, 2007; Toplak & Stanovich, 2002; Toplak et al., 2011, 2014a; 
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West et al., 2008). Sometimes, especially when combined with other dis-

positional measures, deliberative thinking can predict variance in rational 

thinking after variance due to cognitive ability has been partialled out.

Our Future Orientation scale was inspired by Strathman, Gleicher, 

Boninger, and Edwards (1994), who studied a construct that was centered 

on thinking about the future. Pilot versions of our scale and/or the origi-

nal Strathman et al. (1994) scale were used in some of our earlier stud-

ies. Although not as potent a predictor as actively open-minded thinking, 

future orientation scales display associations with numerous heuristics and 

biases tasks (Toplak et al., 2011, 2014a). Toplak et al. (2007) were able to 

link future-oriented thinking to dysfunctional real-world behavior. In a 

study of pathological gamblers, subclinical gamblers, and a control group, 

they found that low levels of future-oriented thinking were significantly 

associated with more dysfunctional gambling behavior even after control-

ling for cognitive ability differences in their sample.

Finally, the rationale for our Differentiation of Emotions scale derives 

from research in cognitive neuroscience that has uncovered cases of men-

tal pathology characterized by inadequate behavioral regulation from the 

emotion subsystems in the autonomous mind. Examples of this are Dama-

sio’s (1994, 1996; Bechara, Damasio, Damasio, & Anderson, 1994; Eslinger 

& Damasio, 1985) well-known studies of patients with damage in the ven-

tromedial prefrontal cortex. These individuals have severe difficulties in 

real-life decision making but do not display the impairments in sustained 

attention and conscious cognitive control that are characteristic of individ-

uals with damage in dorsolateral frontal regions. Instead, they are thought 

to lack the emotional signals that constrain the combinatorial explosion of 

possible actions to a manageable number based on somatic markers stored 

from similar situations in the past.

The key insight here is that there are two ways in which the behavioral 

regulation involving the autonomous mind can go wrong. The override 

failures, discussed previously, are one way. In these situations, the signals 

shaping behavior from the autonomous mind are too pervasive and are not 

trumped by Type 2 processing. The second way that behavioral regulation 

involving the autonomous mind can go awry has the opposite properties. 

In this case, the automatic regulation of goals by the autonomous mind 

is absent, and Type 2 processing is faced with a combinatorial explosion 
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of possibilities because the constraining function of certain autonomous 

modules is missing.

There is empirical evidence for rationality failures of the two different 

types (Toplak et al., 2010). Dorsolateral prefrontal damage has been asso-

ciated with executive functioning difficulties (and/or working memory 

difficulties) that can be interpreted as the failure to override automatized 

processes. In contrast, ventromedial damage to the prefrontal cortex has 

been associated with problems in behavioral regulation that are accom-

panied by affective disruption. Difficulties of the former but not the latter 

kind are associated with lowered intelligence.2

A laboratory marker for the type of problem that Damasio had observed 

is the well-known Iowa Gambling Task (Bechara et al., 1994). Inferior per-

formance on the task has been associated with many clinical syndromes of 

cognitive and behavioral impairment (Mukherjee & Kable, 2014; Toplak et 

al., 2010). Likewise, subclinical behavioral impairments have been linked 

to inferior performance on the task (Stanovich, Grunewald, & West, 2003).

Despite the substantial use of the Iowa Gambling Task in the literature, 

we decided to use an alternative method (a questionnaire method) of tap-

ping a similar cognitive dimension—hence, our use of the Differentiation 

of Emotions scale. We made this choice for two reasons. First of all, the 

Iowa Gambling Task is lengthy and logistically difficult to administer. Sec-

ond, in our own study of subclinical and pathological gamblers (Toplak 

et al., 2007) we found that a questionnaire method was actually better at 

differentiating our subgroups. In that study, we did administer the Iowa 

Gambling Task to a group of pathological gamblers, a group of subclinical 

gamblers, and a no-problem control group. However, we also administered 

the Alexithymia scale revised by Bagby, Parker, and Taylor (1994), designed 

to assess self-reported difficulties with identifying and describing feelings. 

In our study (Toplak et al., 2007), the Bagby et al. (1994) Alexithymia scale 

differentiated the three groups more strongly than did the Iowa Gambling 

Task. Furthermore, the Alexithymia scale (but not the Iowa Gambling Task) 

differentiated the subgroups after differences due to general intelligence 

had been controlled. Thus, over several unpublished studies, we have been 

developing our own Differentiation of Emotions scale that is inspired by 

many of the existing Alexithymia scales.
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The Thinking Disposition Scales of the CART

There are thirty items on the Actively Open-Minded Thinking scale of the 

CART (see the appendix for sample items). The response scale was a six-

point scale (with no neutral point) that was coded as follows: strongly dis-

agree (1), disagree moderately (2), disagree slightly (3), agree slightly (4), 

agree moderately (5), agree strongly (6). In the actual use of this scale, the 

items are intermixed with the items from the other scales described in this 

chapter, as well as with the Dysfunctional Personal Beliefs and Superstitious 

Thinking subtests described in the previous chapter.

The items were run in two laboratory studies involving 238 and 377 

university students, respectively (RT56 and RT57). The mean total scores on 

the Actively Open-Minded Thinking scale in the two studies were 122.3 (SD 

= 12.9) and 123.4 (SD = 11.7), respectively. The reliability of the total score 

was moderate (Cronbach’s alpha of 0.78 and 0.72, respectively). In table 

13.14 of chapter 13, the raw score is translated into a percentile rank in our 

comprehensive study of the full-form CART.

The sixteen items on the Deliberative Thinking scale of the CART (see 

the appendix for sample items) were also run in RT56 and RT57. The mean 

total scores on the Deliberative Thinking scale in the two studies were 63.3 

(SD = 12.7) and 62.8 (SD = 12.3), respectively. The reliability of the total 

score was high (Cronbach’s alpha of 0.92 and 0.91, respectively). In table 

13.14 of Chapter 13, the raw score is translated into a percentile rank in our 

comprehensive study of the full-form CART.

The fourteen items on the Future Orientation scale of the CART (see 

the appendix for sample items) were run in the same two laboratory stud-

ies; the mean total scores in the two studies were 56.2 (SD = 8.0) and 57.2 

(SD = 8.6), respectively. The reliability of the total score was fairly high 

(Cronbach’s alpha of 0.80 and 0.82, respectively). In table 13.14 of chapter 

13, the raw score is translated into a percentile rank in our comprehensive 

study of the full-form CART.

The fourteen items on the Differentiation of Emotions scale of the CART 

(see the appendix for sample items) were run in the same two laboratory 

studies (RT56 and RT57); the mean total scores in were 57.7 (SD = 8.6) and 

56.4 (SD = 8.7), respectively. The reliability of the total score was fairly high 

(Cronbach’s alpha of 0.79 and 0.78, respectively). In table 13.14 of chapter 
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13, the raw score is translated into a percentile rank in our comprehensive 

study of the full-form CART.

Table 11.1 presents the intercorrelations among the thinking disposi-

tions in the two studies. The correlations below the diagonal come from the 

N = 238 study (RT56) and the correlations above the diagonal come from 

the N = 377 study (RT57). As can be seen, the correlations from the two 

studies largely replicate each other. The Actively Open-Minded Thinking 

scale had a consistent moderate correlation with the Deliberative Thinking 

scale (0.53 and 0.46, respectively). It also displayed significant but smaller 

correlations with the Future Orientation scale and the Differentiation of 

Emotions scale. The Deliberative Thinking scale and Future Orientation 

scale had small but significant correlations with each other.

The fifth variable in the correlation matrix is the ten-item Impression 

Management scale, mentioned in chapter 10. The correlations indicate that 

two of the four thinking dispositions scales (Deliberative Thinking and Dif-

ferentiation of Emotions) displayed a significant relationship with impres-

sion management. This should be taken into consideration when the results 

of these scales are interpreted. However, it was consistently the case that the 

Actively Open-Minded Thinking scale and the Future Orientation scale did 

not implicate impression management and/or social desirability.

Table 11.2 presents the correlations of the four thinking disposition scales 

with other marker variables and some CART subtests that were included in 

these two studies. The first three rows of the table come from the smaller 

study (RT56) and the remaining rows are correlations from the larger study 

(RT57). Across the two studies, there was a consistent trend for cognitive 

Table 11.1
Correlations among the thinking dispositions in RT56 (below the diagonal) and in 

RT57 (above the diagonal).

1 2 3 4 5

1. Actively Open-Minded Thinking .46** .30** .21** .02

2. Deliberative Thinking .53** .23** .09 .15*

3. Future Orientation .23** .17* .02 –.05

4. Differentiation of Emotions .27** .24** .03 .28**

5. Impression Management .06 .21* –.01 .33**

Note: N = 238 below the diagonal; N = 377 above the diagonal.

*p < .01; **p < .001
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Table 11.2
Correlations among the thinking dispositions and other variables in RT56 and RT57

Actively 
Open-
Minded 
Thinking 
Scale

Deliberative 
Thinking 
Scale

Future 
Orientation 
Scale

Differentiation 
of Emotions 
Scale

Study RT56 (N = 238)

SAT Total .31*** .35*** .04 .10

Reflection versus 
Intuition (8-item 
pilot version)

.33*** .37*** .17** .15*

Probabilistic 
Numeracy (10 item 
pilot version)

.35*** .30*** .16* .21**

Study RT57 (N = 377)

SAT Total .28*** .25*** .05 .06

Reflection versus 
Intuition (10-item 
pilot version)

.25*** .35*** .08 .06

Probabilistic 
Numeracy (CART 
version)

.25*** .26*** .12* .09

Superstitious 
Thinking (12-item 
CART)

–.38*** –.11* –.01 –.18***

Antiscience 
Attitudes

–.50*** –.27*** –.20*** –.03

Conspiracy Beliefs –.25*** –.09 –.13* –.15**

Dysfunctional 
Personal Beliefs

–.04 –.14** .23*** –.43***

*p < .05; **p < .01; ***p < .001

ability (SAT total score) to correlate with the Actively Open-Minded Think-

ing scale and the Deliberative Thinking scale, but not with the other two 

thinking disposition scales. Likewise, across both studies, a pilot reflection 

versus intuition measure and a pilot probabilistic numeracy task both cor-

related more highly with Actively Open-Minded Thinking and Deliberative 

Thinking than with the other two thinking dispositions. The last four rows 

in this table present the correlations between the four thinking dispositions 

and the four measures of contaminated mindware discussed in chapter 10. 
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The Actively Open-Minded Thinking scale was a particularly good predictor 

of the avoidance of pseudoscience (the Superstitious Thinking subtest, the 

Antiscience Attitudes subtest, and the Conspiracy Beliefs subtest). In con-

trast, the Differentiation of Emotions scale was a particularly good predictor 

of Dysfunctional Personal Beliefs.

We will present more data on the associations displayed by all of the 

scales discussed above in chapter 13, when we report a study of the full-

form version of the CART.



III  Comprehensive Rational Thinking Assessment: Data and 
Conclusions





In table 4.1 of chapter 4, we presented our comprehensive framework for 

measuring rational thinking. Unsurprisingly to anyone familiar with this 

literature, it took many different subtests to capture even a minimal num-

ber of the thinking skills and domains that have been studied. We will 

argue in chapter 14 that ours is the most comprehensive framework that 

has been constructed to date. Nevertheless, when it comes to actual assess-

ment, comprehensiveness will obviously be at odds with logistical consid-

erations. Put simply, the more comprehensive the assessment, the longer 

the test will take to complete and the more taxing the task of completing 

the test will be. In chapter 13 we will describe a study where subjects com-

pleted all of the subtests listed in table 4.1. Subjects sometimes took as long 

as three hours to complete the entire CART. In this chapter, we will describe 

a short form of the test that takes less than two hours to complete, and we 

will present some data on the statistical properties of the short-form test.

Table 12.1 reproduces table 4.1 in which the framework for the CART 

and its subtests is presented, except that table 12.1 shades the subtests of 

the CART that make up the short form of the test. A short form composed 

of these subtests can usually be completed in less than two hours by most 

subjects. As indicated in the table, the short-form CART includes both the 

Probabilistic and Statistical Reasoning and the Scientific Reasoning sub-

tests, as both are at the heart of most definitions of rational thinking, and 

they both represent the core of the heuristics and biases literature.

All of the subtests that in some way tap the avoidance of miserly process-

ing are included in the short form: the Reflection versus Intuition subtest, 

the Belief Bias in Syllogistic Reasoning subtest, the Ratio Bias subtest, and the 

Disjunctive Reasoning subtest. These four subtests are all deemed important 

because a key component of rational thought is to recognize when deeper 

12  Associations among the Subtests: A Short-Form CART
Chapter  12
A  Short-Form  CART
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processing will yield substantial increases in the optimality of responses—a 

central feature of all of these subtests. People can have knowledge of certain 

principles of rational thinking without the propensity to use them. It is just 

the propensity to use available thinking tools that these tasks in part tap.

The Probabilistic Numeracy subtest is included in the short-form CART 

not only because it is a central skill of decision making, but also because 

this subtest is very short and quite statistically potent for the amount of 

time that it takes. It is likewise with the four measures of the avoidance of 

contaminated mindware. All four subtests are included in the short form 

because they are all presented in a questionnaire format that is easily com-

pleted in a brief amount of time.

The short form of the CART uses just one of the thinking disposition 

scales: the Actively Open-Minded Thinking scale. This scale is not scored 

for points on the short-form CART for reasons discussed in chapter 11. But, 

as we will see in the data from a study of the short form, this subtest is quite 

diagnostic of performance on many of the subtests.

Table 12.1 indicates the number of CART points allocated to each of 

the subtests in the short form. The short form has a total of 100 points: 38 

points are allocated to the crucial Probabilistic and Statistical Reasoning 

and Scientific Reasoning subtests; 28 points are allocated to the four sub-

tests assessing the avoidance of miserly processing; 25 points are allocated 

to various forms of contaminated mindware avoidance; and 9 points are 

allocated to the Probabilistic Numeracy subtest. With this short form and 

distribution of points, a wide variety of the most critical areas of rational 

thinking is tapped in a very efficient way in less than two hours.

A Study of the Short-Form CART

We examined the performance of a single group of subjects on the short-

form CART in an unpublished study in our laboratory (RT59) involving 372 

university student volunteers as subjects (68 males and 304 females) with a 

mean age of 18.7 (SD = 0.9).

The study was run online using Qualtrics in a single session, supervised 

in a lab setting. The subtests were run as blocks except for the Scientific Rea-

soning subtest, which was run in three parts, and the six items of the Dis-

junctive Reasoning subtest, which were interspersed among other subtests.1 

The order of administration was as follows: Disjunctive Reasoning item 1 
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Table 12.1
Framework for classifying the types of rational thinking tasks and subtests on the 

CART. Short form of the test is shaded. Short-form CART points for each subtest 

indicated in the cell.

Tasks Saturated with 
Processing 
Requirements 
(Detection, Override, 
Hypothetical 
Thinking)

Rational 
Thinking Tasks 
Saturated with 
Knowledge

Avoidance of 
Contaminated 
Mindware

Thinking 
Dispositions that 
Foster Thorough 
and Prudent 
Thought, 
Unbiased 
Thought, and 
Knowledge 
Acquisition

Probabilistic and Statistical  
Reasoning subtest, 18 points

Superstitious 
Thinking subtest, 
5 Points

Actively Open-
Minded Thinking 
scale

Scientific Reasoning subtest, 20 points Antiscience 
Attitudes subtest, 
5 points

Deliberative 
Thinking scale

Avoidance of Miserly 
Information 
Processing: 
Reflection versus 
Intuition subtest, 10 
points 
Belief Bias 
Syllogisms, 8 points 
Ratio Bias subtest, 5 
points 
Disjunctive 
Reasoning, 5 points

Probabilistic 
Numeracy 
subtest, 9 
points

Conspiracy Beliefs 
subtest, 10 points

Future 
Orientation scale

Absence of Irrelevant 
Context Effects in 
Decision Making: 
Framing subtest 
Anchoring subtest 
Preference Anomalies 
subtest

Financial 
Literacy and 
Economic 
Knowledge 
subtest

Dysfunctional 
Personal Beliefs 
subtest, 5 points

Differentiation of 
Emotions scale

Avoidance of Myside 
Bias: Argument 
Evaluation subtest

Sensitivity to 
Expected Value 
subtest

Avoiding 
Overconfidence: 
Knowledge 
Calibration subtest

Risk 
Knowledge 
subtest

Rational Temporal 
Discounting
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of 6, Probabilistic and Statistical Reasoning subtest, Disjunctive Reasoning 

item 2 of 6, Belief Bias Syllogism subtest, Disjunctive Reasoning item 3 of 6, 

Scientific Reasoning part 1 of 3, Disjunctive Reasoning item 4 of 6, Reflec-

tion versus Intuition subtest, Scientific Reasoning part 2 of 3, Disjunctive 

Reasoning item 5 of 6, Ratio Bias subtest, Scientific Reasoning part 3 of 3 

(Covariation Detection), Disjunctive Reasoning item 6 of 6 (the Married 

problem), Probabilistic Numeracy subtest, Antiscience Attitudes subtest, 

Conspiracy Beliefs subtest, and the Questionnaire.

The Actively Open-Minded Thinking scale, Dysfunctional Personal 

Beliefs subtest, and Superstitious Thinking subtest were all mixed together 

and presented as part of the same questionnaire. Participants were also 

asked to report their SAT scores as part of the demographics information. A 

majority of subjects finished in under 75 minutes and most finished under 

100 minutes. The data were collected over 66 days in the fall of 2014.

Table 12.2 presents the means and standard deviations of the raw scores 

on each of the short-form subtests in addition to the mean and standard 

deviation of the supplemental Actively Open-Minded Thinking scale. Also 

presented in the table are the lowest and highest scores obtained by a sub-

ject on that subtest, as well as the skewness value for each of the raw scores. 

Most of the variables had modest skews, with the exception of the Reflec-

tion versus Intuition subtest, which, consistent with previous research, had 

a substantial positive skew.

Table 12.2
Descriptive statistics for short-form CART subtests and composite scores in RT59  

(N = 372)

Mean SD
Low/High 
score Skewness Reliability

Raw Scores

Probabilistic Reasoning 
subtest 

9.84 2.84 3–17 .23 .64

Scientific Reasoning 
subtest 

9.07 3.03 2–17 .22 .58

Reflection versus 
Intuition subtest 

2.40 2.13 0–10 1.17 .67

Syllogistic Reasoning 
subtest 

9.85 2.37 4–16 .46 .49

Ratio Bias subtest 46.4 11.35 12–72 –.33 .85
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Mean SD
Low/High 
score Skewness Reliability

Disjunctive Reasoning 
subtest 

3.45 1.74 0–6 –.61 .72

Probabilistic Numeracy 
subtest 

4.43 1.58 0–9 .09 .50

Superstitious Thinking 
subtest 

33.17 9.73 12–58 –.11 .85

Antiscience Attitudes 
subtest 

40.72 7.55 13–58 –.84 .82

Conspiracy Beliefs 
subtest

63.08 18.60 24–111 –.09 .93

Dysfunctional Personal 
Beliefs subtest 

32.27 6.59 13–53 .26 .74

Actively Open-Minded 
Thinking scale 

121.70 12.32 83–163 .50 .78

CART Scores of the Subtests

Probabilistic Reasoning 
subtest 

9.84 2.84 3–17 .23 —

Scientific Reasoning 
subtest 

9.07 3.03 2–17 .22 —

Reflection versus 
Intuition subtest 

2.40 2.13 0–10 1.17 —

Syllogistic Reasoning 2.04 2.12 0–8 .89 —

Ratio Bias subtest 1.96 1.63 0–5 .33 —

Disjunctive Reasoning 
subtest 

2.54 1.58 0–5 –.38 —

Probabilistic Numeracy 
subtest 

4.43 1.58 0–9 .09 —

Superstitious Thinking 
subtest 

2.33 1.66 0–5 .13 —

Antiscience Attitudes 
subtest 

2.22 1.72 0–5 .17 —

Conspiracy Beliefs 
subtest 

4.44 3.18 0–10 .25 —

Dysfunctional Personal 
Beliefs subtest 

2.34 1.57 0–5 .08 —

Total Short-Form CART 
score

43.62 12.99 16–87 .66 .76

Table 12.2 (continued)
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The far right column of table 12.2 presents the reliability (Cronbach’s 

alpha) of the raw scores on each of the subtests. Most are adequate, with 

the exception of the Scientific Reasoning subtest, Belief Bias in Syllogistic 

Reasoning subtest, and the Probabilistic Numeracy subtest, all of which had 

disappointing reliabilities. However, as we will see in chapter 13, in a study 

of the full-form test using a more diverse sample of subjects drawn in part 

from the Amazon Mechanical Turk and a large group of paid (rather than 

volunteer) university students, the reliabilities of these three subtests all 

increased (the syllogisms substantially). In fact, though, these three sub-

tests all had higher reliabilities in studies prior to RT59 as well (see chapters 

6, 7, and 9, where these subtests were introduced). RT59 appears to be a bit 

of an outlier with respect to the reliabilities of these subtests.

Farther down the table are the mean and standard deviations of the 

CART scores of each of the subtests. For a few subtests, the raw score and 

the CART score are the same: the Probabilistic and Statistical Reasoning 

subtest, the Scientific Reasoning subtest, the Reflection versus Intuition 

subtest, and the Probabilistic Numeracy subtest.2 Finally, the bottom of the 

table indicates that the mean total CART score was 43.62 (SD = 12.99), that 

it has a moderate positive skew, and that it has a Cronbach’s alpha of 0.76 

(calculated by treating subtests as items with no differential weighting of 

CART points allocated). The lowest score achieved on the short form was 16 

and the highest score achieved was 87 out of a possible 100 points.

Table 12.3 presents the associations between the CART scores on each 

of the subtests and the SAT total score and the raw score on the Actively 

Open-Minded Thinking scale (AOT). Only the Dysfunctional Personal 

Beliefs subtest failed to correlate with the SAT and the AOT. All of the other 

correlations are significant at the 0.001 level except for the 0.131 correla-

tion, which is significant at the 0.05 level. The final three columns of the 

table represent the results of a multiple regression analysis in which the SAT 

total scores and AOT were used to predict scores on each of the short-form 

subtests. The last two columns represent the standardized beta weights and 

give an indication of whether that variable is an independent predictor 

of the subtest performance when the other variable is partialled out. As 

expected from the raw correlations, none of the coefficients for the Dys-

functional Personal Beliefs subtest was significant. However, for most of the 

other short-form subtests, both variables were significant independent pre-

dictors. This is theoretically interesting because it means that variance on 
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Table 12.3
Individual difference predictors of short-form subtest performance and composite scores in 

RT59

Correlation 
with SAT 

total 
(N=363)

Correlation 
with AOT 

score 
(N=372)

Multiple 
R-Squared 
(N=363)

Standardized 
Beta for SAT 

total

Standardized 
Beta for AOT 

score

Subtest Scores

Probabilistic 
Reasoning subtest 

.424 .292 .208 .375** .175**

Scientific 
Reasoning subtest 

.331 .360 .180 .254** .276**

Reflection versus 
Intuition subtest

.426 .320 .221 .369** .205**

Syllogistic 
Reasoning subtest 

.316 .336 .162 .243** .260**

Ratio Bias subtest .187 .202 .057 .144** .155**

Disjunctive 
Reasoning subtest 

.196 .131 .044 .174** .080

Probabilistic 
Numeracy subtest 

.428 .331 .230 .365** .225**

Superstitious 
Thinking subtest 

.248 .461 .216 .135* .409**

Antiscience 
Attitudes subtest 

.179 .505 .255 .043 .492**

Conspiracy Beliefs 
subtest

.226 .344 .135 .143* .301**

Dysfunctional 
Personal Beliefs 

–.058 .049 .008 –.077 .069

Composite Scores

Short-Form total 
CART score

.496 .552 .422 .375** .437**

CART 
Contaminated 
Mindware (4 
subtests)

.257 .536 .292 .120* .494**

CART: 7 
Remaining 
Subtests

.511 .440 .349 .426** .308**

All the zero-order correlations are statistically significant at the .05 level except those involv-

ing the Dysfunctional Personal Beliefs CART score. For the beta weights: * = p < .01; ** = p 

< .001
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most of the individual rational thinking subtests of this form is explained 

by both cognitive ability and thinking dispositions.

The next row in table 12.3 indicates that both the SAT and the AOT had 

a moderate relationship with the total short-term CART score, and that 

both were independent predictors in a regression analysis. Perhaps surpris-

ingly, the AOT had a higher correlation with the total short-form CART 

score than the SAT. However, as is clear from the subtest relationships pre-

sented at the top of the table, the AOT was a particularly potent predictor 

of the contaminated mindware class of subtests. We thus attempted to see 

whether the AOT would remain a significant independent predictor of the 

other parts of the short form. First, though, the next row in the table shows 

the correlations and multiple regression analysis for the four contaminated 

mindware subtests when amalgamated together. Here it can be seen that, as 

predicted, the AOT had a substantially higher beta weight as a predictor of 

this part of the CART (0.494) than did the SAT (0.120).

The final row of the table, though, contains the key analysis of interest, 

the one that addresses whether the AOT is a significant unique predictor of 

the parts of the short-form CART that do not involve the avoidance of con-

taminated mindware. The answer is clearly yes. Although its beta weight is 

lower than that for the SAT, the AOT remains a significant unique predictor 

of the part of the short-form CART that does not involve the avoidance of 

contaminated mindware subtests. The four contaminated mindware sub-

tests of the CART display an association of 0.41 (p < 0.001) with the other 

seven subtests combined. Finally, a test for difference between dependent 

correlations (Cohen & Cohen, 1983) indicated that the correlation between 

the AOT score and the short-form CART total (0.541) was significantly 

higher than the 0.277 correlation between the AOT score and the SAT total 

score, t(360) = 6.17, p < 0.001).

The correlation of 0.496 between the CART total score and the SAT total 

score indicates, consistent with our discussion of our previous research in 

chapter 2, a moderate degree of overlap between rationality and intelli-

gence, but also a moderate degree of nonoverlap. This relationship is con-

textualized further in some additional analyses not reported in table 12.3. 

A 65-point CART score made up of the five subtests that correlated most 

strongly with the SAT (Probabilistic Reasoning, Scientific Reasoning, Reflec-

tion versus Intuition, Syllogistic Reasoning, and Probabilistic Numeracy) 

only raised the correlation with SAT to 0.518. A 37-point CART score made 

up of the three highest correlates of SAT (Probabilistic Reasoning, Reflection 
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versus Intuition, and Probabilistic Numeracy) raised the correlation with 

SAT to 0.533.

Table 12.4 displays the intercorrelations of all of the subtest scores on 

the short-form CART. Line 12 displays the correlation of the total CART 

score with each of the components. Line 13 displays the subtest correlation 

with the total score minus that subtest. The Dysfunctional Personal Beliefs 

subtest failed to correlate with any of the other subtests. However, 44 of the 

remaining 45 correlations (minus correlations with the Dysfunctional Per-

sonal Beliefs subtest) were statistically significant, with the median correla-

tion among the remaining ten subtests being 0.25. The Cronbach’s alpha 

for the short-form was 0.76 when all eleven subtests were included. Elimi-

nating the Dysfunctional Personal Beliefs subtest raises Cronbach’s alpha 

to 0.78. These alphas were calculated by treating subtests as items with no 

differential weighting of CART points allocated.

A perusal of table 12.4 reveals that four of the subtests had particularly 

strong intercorrelations with each other: the Probabilistic and Statistical 

Reasoning subtest, the Scientific Reasoning subtest, the Reflection versus 

Intuition subtest, and the Probabilistic Numeracy subtest.3 The part–whole 

correlations on lines 12 and 13 confirm that these four subtests were partic-

ularly predictive of the total short-form test score, followed by the Supersti-

tious Thinking subtest and the Belief Bias in Syllogistic Reasoning subtest.

An exploratory principal components analysis of the eleven CART sub-

tests revealed that only the first three components displayed eigenvalues 

greater than 1. These three components explained 52.6 percent of the vari-

ance. Table 12.5 displays the loadings on these three components after vari-

max rotation.

The seven subtests not assessing the presence of contaminated mind-

ware all loaded moderately and fairly exclusively on component 1. Three of 

the four measures of contaminated mindware loaded moderately and fairly 

exclusively on component 2. The third component was largely defined by 

a singleton variable, the Dysfunctional Personal Beliefs subtest, as well as a 

moderate loading from the Ratio Bias subtest.

Some previous investigations have found that males tend to do better 

in probabilistic reasoning, probabilistic numeracy, and cognitive reflection 

measures (Frederick, 2005; Gal & Baron, 1996; Toplak et al., 2014a; Weller 

et al., 2013; West & Stanovich, 2003). In chapter 5, we presented data indi-

cating that males outperformed females on the Probabilistic and Statisti-

cal Reasoning subtest. Regarding the CART total scores in study RT59, we 
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Table 12.4
Correlations among the short-form CART subtests in RT59 (N=372)

1 2 3 4 5 6 7 8 9 10 11

1. Probabilistic 
Reasoning CART 
score

2. Scientific 
Reasoning CART 
score

.44

3. Reflection 
versus Intuition 
subtest CART 
score

.44 .44

4. Syllogistic 
Reasoning CART 
score

.37 .45 .42

5. Ratio Bias 
CART score

.36 .26 .29 .21

6. Disjunctive 
Reasoning CART 
score

.21 .25 .23 .21 .06

7. Probabilistic 
Numeracy CART 
score

.43 .40 .48 .37 .21 .22

8. Superstitious 
Thinking CART 
score

.36 .34 .28 .29 .19 .18 .28

9. Antiscience 
Attitudes CART 
score

.24 .26 .24 .22 .22 .14 .20 .28

10. Conspiracy 
Beliefs CART 
score

.25 .22 .13 .17 .11 .07 .19 .41 .29

11. 
Dysfunctional 
Personal Beliefs 
CART score

.08 –.03 .02 –.08 .06 .00 –.01 .07 –.03 –.01

12. Short-Form 
Total CART score

.72 .71 .66 .61 .47 .39 .61 .61 .50 .53 .13

13. Short-Form 
CART score 
minus subtest

.59 .57 .55 .49 .36 .28 .52 .51 .39 .32 .01

Note: All correlations larger than .10 in absolute value are significant at the .05 level.
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Table 12.5
Loadings on the first three principal components after varimax rotation

Component 1 Component 2 Component 3

1. Probabilistic and 
Statistical Reasoning subtest 
CART score

.37 — —

2. Scientific Reasoning 
subtest CART score

.40 — —

3. Reflection versus 
Intuition subtest CART 
score

.46 — —

4. Belief Bias in Syllogistic 
Reasoning subtest CART 
score

.40 — —

5. Ratio Bias subtest CART 
score

.26 — .35

6. Disjunctive Reasoning 
subtest CART score

.27 — —

7. Probabilistic Numeracy 
subtest CART score

.41 — —

8. Superstitious Thinking 
subtest CART score

— .51 —

9. Antiscience Attitudes 
subtest CART score

— .46 —

10. Conspiracy Beliefs 
subtest CART score

— .71 —

11. Dysfunctional Personal 
Beliefs subtest CART score

— — .86

Note: Loadings less than .25 have been eliminated.

found that the mean score of the 68 males (51.9, SD = 17.1) was signifi-

cantly higher than the mean score of the 304 females (41.8, SD = 11.1), 

t(370) = 6.10, p < 0.001, Cohen’s d = 0.818. However, the males in our 

sample were also higher in cognitive ability. Of those reporting SAT total 

scores, we found that the mean score of the 64 males (1169, SD = 124) was 

significantly higher than the mean score of the 299 females (1098, SD = 

115), t(361) = 4.43, p < 0.001. The correlation of –0.30 between sex and 

CART total score was reduced to –0.21 when SAT total score was controlled 

but still remained significant at the 0.001 level.

Table 12.6 displays the performance of males and females across the 

eleven subtests of the short-form CART. From the table it can be seen that 
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Table 12.6
Differences between males and females on CART subscale scores from the short form 

in RT59

Males 

(n = 68)

Females 

(n = 304)

CART Subtest M (SD) M (SD) t(370) Cohen’s d

Probabilistic 
Reasoning

11.53 (3.18) 9.47 (2.61) 5.64*** 0.76

Scientific 
Reasoning

9.68 (3.78) 8.93 (2.82) 1.84 0.25

Reflection 
versus 
Intuition 

3.93 (2.91) 2.06 (1.75) 6.91*** 0.93

Syllogistic 
Reasoning

2.60 (2.50) 1.92 (2.01) 2.43* 0.33

Ratio Bias 2.60 (1.73) 1.82 (1.57) 3.64*** 0.49

Disjunctive 
Reasoning

2.96 (1.51) 2.44 (1.58) 2.44* 0.33

Probabilistic 
Numeracy

5.32 (1.86) 4.23 (1.44) 5.34*** 0.72

Superstitious 
Thinking

2.57 (1.74) 2.27 (1.64) 1.35 0.18

Antiscience 
Attitudes

2.63 (1.94) 2.13 (1.66) 2.18* 0.29

Conspiracy 
Beliefs

4.79 (3.51) 4.36 (3.10) 1.03 0.14

Dysfunctional 
Personal 
Beliefs

3.29 (1.49) 2.13 (1.51) 5.77*** 0.77

Two-tailed p values: *p < .05; **p < .01; ***p < .001

the overall sex difference in the CART total score is strongly determined 

by performance differences on four particular subtests: the Probabilistic 

and Statistical Reasoning subtest, the Reflection versus Intuition subtest, 

the Probabilistic Numeracy subtest, and the Dysfunctional Personal Beliefs 

subtest. The first three sex differences were somewhat attenuated by taking 

into account the sex confound with SAT total score mentioned previously, 

but the last is not. However, all were still statistically significant after con-

trolling for SAT total score.

As table 12.7 indicates, the short-form CART total score tended to rise 

with the subject’s year in college. An analysis of variance indicated that 

there was an overall effect of year in college on CART total scores, F(3, 
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368) = 5.58, p < 0.001. Scheffé post hoc comparisons indicated that only 

the difference between the freshman and sophomore mean was statisti-

cally significant (however, there were few junior and senior subjects for 

this comparison). However, SAT total scores were higher for those longer 

at college, perhaps due to selection effects. Nevertheless, the correlation 

of 0.18 between year in college and CART total score was only reduced to 

0.16 when SAT total score was controlled, and it was still significant at the 

0.01 level.

Table 12.8 presents the approximate raw scores on the short-form CART 

that correspond to selected percentile ranks in this particular sample of 

subjects.

Table 12.7
Mean short-form CART total scores as a function of year in college

Mean CART score SD N

Freshman 41.3 11.9 216

Sophomore 46.7 14.1 114

Junior 46.2 12.2 29

Senior 48.5 15.1 13

Table 12.8
Approximate scores corresponding to selected percentile 

ranks in RT59 based on the total score of the short-form 

CART

Percentile Rank Approximate Score in Sample

2 21

5 25

10 29

20 33

30 36

40 39

50 41

60 45

70 49

80 54

90 61

95 67

98 76
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Chapter  13
The  Full-Form  CART

In previous chapters we have described piecemeal some highly relevant cor-

relations between individual subtests, and in chapter 12 we described the 

correlations among the short-form CART subtests in one of our studies. 

In this chapter we describe a study that includes all of the subtests of the 

CART. All twenty subtests (see table 12.1) and the four supplemental think-

ing dispositions scales were run on the same group of subjects.

The study, labeled RT60, involved two groups of subjects, one run in our 

laboratory at James Madison University (hereafter the Lab sample) and the 

other run using the Amazon Mechanical Turk (hereafter the Turk sample). 

The 350 subjects in the Lab sample (109 males and 241 females) were paid 

$60 for their participation over two sessions (separated by two days), and 

the 397 subjects in the Turk sample (231 males and 166 females) were paid 

$50 for their participation in a single session.

The Turk and Lab studies were both run online using Qualtrics, except 

that the Turk study was conducted unsupervised, whereas the Lab study was 

conducted supervised in a university laboratory setting. The two studies 

were otherwise run in the same manner, including administration instruc-

tions and order of tasks.

The subtests were administered in the following order: Probabilistic and 

Statistical Reasoning, Reflection versus Intuition, Probabilistic Numeracy, 

Belief Bias Syllogisms, Knowledge Calibration, Sensitivity to Expected Value, 

Temporal Discounting, Framing Part 1, Argument Evaluation Test Part 1 

(Prior Opinions), Anchoring, Preference Anomalies Part 1, Risk Knowledge, 

Cognitive Ability measures (Analogies, Antonyms, Word Checklist), Scien-

tific Reasoning, Disjunctive Reasoning, Ratio Bias, Antiscience Attitudes, 

Conspiracy Beliefs, Financial Literacy and Economic Knowledge, Framing 

Part 2, Argument Evaluation Test Part 2 (Evaluation), Preference Anomalies 
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Part 2, and Questionnaire. The Risk Knowledge subtest was at the end of the 

first block of subtests for the Lab group.

All of the subtests were administered as a single block in a fixed order, 

except for the Framing, Preference Anomalies, and Argument Evaluation 

subtests, which were each presented in two parts separated by several sub-

tests. Five of the six Disjunctive Reasoning subtest items were dispersed 

within the Scientific Reasoning subtest so that each disjunctive reasoning 

item was presented separately. The sixth (the Married problem) appeared 

after the Ratio Bias subtest. The Actively Open-Minded Thinking scale, 

Deliberative Thinking scale, Future Orientation scale, Differentiation of 

Emotions scale, Dysfunctional Personal Beliefs subtest, and Superstitious 

Thinking subtest were all presented together, intermixed as part of the 

Questionnaire.

The mean time to finish the full form of the CART was more accurately 

estimated in the Lab sample. A majority of subjects finished in under 135 

minutes and most finished under three hours. Turk times were harder to 

determine because, unlike in the Lab study, the Turk subjects were not 

directly monitored by an experimenter. Given that the Turk sample was 

not supervised in a lab setting, they were given the following additional 

instructions: “This survey typically requires a total of about three hours to 

complete. However, you will have up to six hours to complete the entire 

survey from the time that you accept the survey on the Mechanical Turk. 

If you take a break while working on the survey, it is essential that you 

return to complete it using the same computer and within the six-hour 

time limit.” They were also told: “Please do not look up the answers to these 

questions while you are working on this survey. This is very important, 

because we need to know how people answer these questions without look-

ing up the answers on the web, etc.”

The Turk sample was collected over twenty-two days, and the Lab sam-

ple was collected over fifty-seven days. The study was run in early 2015.

Statistical Properties of the Full-Form CART

Table 13.1 presents the means and standard deviations of the raw scores on 

each of the subtests in addition to the mean and standard deviation of the 

four supplemental thinking disposition scales. Two subtests (Knowledge 
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Calibration; Temporal Discounting) have multiple parts that are scored 

before the CART points are assigned.

Also presented in the table are the lowest and highest scores obtained by 

a subject on that subtest, as well as the skewness value for each of the raw 

scores. The right three columns of table 13.1 present the reliability of the 

raw scores on each of the subtests for the Turk sample, the Lab sample, and 

for the total sample. The reliabilities were generally consistent with what 

we have reported for each subtest in the previous chapters in studies prior 

to RT60. The reasons for the cases of low reliabilities (Anchoring subtest, 

Preference Anomalies subtest) have been discussed in previous chapters. 

Perhaps the most disappointing reliability was that for the Probabilistic 

Numeracy subtest (0.57)—disappointing because this test is so tightly asso-

ciated with other CART components (see chapter 12 and later in this chap-

ter) despite its modest reliability. Had we another chance to design this 

subtest we would have worked hard to increase its length and reliability.

Additionally, the last three columns indicate that for many of the sub-

tests, the reliability in the Turk sample was higher than that in the Lab sam-

ple, and the total sample reliability was between the two. Finally, note that 

the reliabilities for the total sample in this study were consistently higher 

than the reliabilities for the subtests in our study of the short-form version 

of the CART, RT59, described in chapter 12. That study involved university-

age subjects who were not paid for their participation. Both factors—the age 

of the subjects and the fact that they were not compensated—might have 

been responsible for the lower reliabilities in that study. This is because not 

only were the total sample reliabilities in RT60 higher than those in RT59, 

but even the Lab sample in RT60 tended to show higher reliabilities than 

were obtained in RT59, the lab study of the short form. 

The raw scores on the subtests were translated into the CART points 

listed in table 4.2 for each subtest. The translation process has been dis-

cussed in the chapter that explains the subtest and in the appendix con-

taining the subtest sample items. The mean total CART score in the total 

sample was 75.6 (SD = 23.2) with a skewness of 0.28. The total CART score 

had a Cronbach’s alpha of 0.86, calculated by treating subtests as items 

with no differential weighting of CART points allocated. The lowest score 

achieved on the full form was 25 and the highest score achieved was 138 

out of a possible 148 points.
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Table 13.1
Descriptive statistics for the raw scores on the subtests and thinking dispositions scales in RT60

Mean 

(SD)

Low–High 

score Skewness

Reliability: 

Turk 

Sample

Reliability: 

Lab Sample

Reliability: 

Total 

Sample

CART Subtests: Raw Scores

Probabilistic 
Reasoning 
subtest 

10.84 
(3.42)

2–18 –.07 .77 .70 .75

Scientific 
Reasoning 
subtest 

10.20 
(3.42)

2–20 .12 .70 .61 .67

Reflection versus 
Intuition subtest 

3.97 
(2.82)

0–11 .54 .78 .73 .77

Syllogistic 
Reasoning 
subtest 

10.92 
(2.77)

1–16 –.03 .69 .61 .65

Ratio Bias 
subtest 

48.29 
(12.4)

12–72 –.31 .91 .83 .88

Disjunctive 
Reasoning 
subtest 

3.19 
(1.97)

0–6 –.34 .81 .75 .78

Framing subtest –11.65 
(5.84)

–41–0 –.74 .66 .64 .66

Anchoring 
subtest 

3.59 
(1.79)

0–8 .34 .54 .27 .48

Preference 
Anomalies 
subtest 

5.11 
(1.66)

0–10 –.03 .18 .23 .16

Argument 
Evaluation 
subtest 

.199 
(.260)

–.604–.924 –.25 .50 .51 .51

Knowledge 
Calibration, Part 
1: Item Method 

11.70 
(10.99)

–26.9–49.4 .09 .53 .54 .55

Knowledge 
Calibration, Part 
2: Hits, Interval 
Method 

6.02 
(3.05)

0–15 .47 .75 .71 .75

Temporal 
Discounting: 
Ascending $100 

16.41 
(3.58)

0–20 –1.32 .90 .88 .89

Temporal 
Discounting: 
Descending 
$2000 raw score

14.32 
(4.33)

0–18 –1.24 .93 .93 .93
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Mean 

(SD)

Low–High 

score Skewness

Reliability: 

Turk 

Sample

Reliability: 

Lab Sample

Reliability: 

Total 

Sample

Temporal 
Discounting: 26 
Items 

80.85 
(30.02)

26–156 .25 .97 .95 .97

Probabilistic 
Numeracy 
subtest 

5.48 
(1.75)

0–9 –.17 .59 .52 .57

Financial 
Literacy and 
Economic 
Knowledge 
subtest 

15.56 
(4.41)

5–28 .27 .75 .53 .72

Sensitivity to 
Expected Value 
subtest 

14.97 
(3.38)

5–20 –.42 .82 .70 .79

Risk Knowledge 
subtest 

8.59 
(2.58)

1–14 –.37 .64 .60 .64

Superstitious 
Thinking subtest 
raw score

28.00 
(10.75)

12–69 .50 .90 .86 .89

Antiscience 
Attitudes subtest 

35.18 
(10.23)

13–66 –.06 .91 .84 .90

Conspiracy 
Beliefs subtest 

62.40 
(22.23)

24–134 .37 .95 .92 .94

Dysfunctional 
Personal Beliefs 
subtest 

29.63 
(7.66)

10–53 .13 .84 .70 .80

Thinking Disposition Scales: Raw Scores

Actively 
Open-Minded 
Thinking scale 

129.03 
(15.74)

89–169 .21 .86 .82 .85

Deliberative 
Thinking scale 

66.75 
(14.84)

19–96 –.32 .96 .90 .95

Future 
Orientation scale 

56.40 
(9.24)

19–84 –.14 .88 .78 .84

Differentiation 
of Emotions 
scale 

60.28 
(11.22)

29–84 .01 .90 .82 .88

Table 13.1 (continued)
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In the remaining analyses, we will be dealing with the CART scores rather 

than the raw scores. First, though, the characteristics of the two subsamples 

of RT60 are presented in more detail in table 13.2. There were large demo-

graphic differences between the Turk and Lab samples, and one has already 

been noted above. The Turk sample was 58.2 percent male and 41.8 percent 

female, whereas the Lab sample was 31.1 percent male and 68.9 percent 

female. We will report sex differences in performance later in the chapter. 

Also, as noted in table 13.2, the Turk sample was over a decade older than 

the Lab sample and was considerably more variable in age. Whereas the 

Turk sample varied in age from 19 to 68, the Lab sample varied in age from 

18 to only 32. Whereas 52.9 percent of the Turk sample was 30 or older, less 

than 1 percent of the Lab sample was 30 or older.

We collected four indicators of cognitive ability in this study. Self-reports 

of SAT scores were provided by 204 subjects in the Turk sample and 334 

subjects in the Lab sample. Table 13.2 indicates that the Turk sample had 

significantly higher SAT total scores, and the effect size was a substantial 

0.77. Note, however, that only half of the Turk sample provided SAT scores.

That the Turk sample was indeed higher in intelligence was confirmed 

by analyses of three measures of cognitive ability that all 747 subjects 

Table 13.2
Differences between the Turk sample and Lab sample in RT60 in age and cognitive 

ability

Turk Sample 

(n = 397)

Lab Sample 

(n = 350)

M (SD) M (SD) t(745) Cohen’s d

Age 32.4 (9.3) 20.1 (1.8) 24.40*** 1.79

SAT totala 1231 (155) 1122 (135) 8.64*** 0.77

Analogies 11.0 (3.8) 9.6 (3.3) 5.50*** 0.40

Antonyms 14.6 (5.1) 10.6 (3.6) 12.23*** 0.90

Word Checklist .580 (.213) .409 (.169) 12.06*** 0.88

Cognitive 
Ability 
Composite 3

0.95 (2.69) –1.08 (1.97) 11.60*** 0.85

Cognitive 
Ability 
Composite 4a

1.62 (3.33) –1.32 (2.44) 11.80*** 1.05

***p < .001
adf for SAT and Cognitive Ability Composite4 = 536
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completed as part of the study: a 19-item analogy task, a 30-item antonym 

task, and a 60-item vocabulary checklist task. All three load heavily on ver-

bal cognitive ability. The analogy task examined the ability to understand 

the underlying conceptual relationship between a pair of related words and 

to identify another pair of words that best reflected a parallel relationship. 

The 19 items on the analogy task were previously used items from SAT 

Examinations prior to March, 2002. The antonym task examined the abil-

ity to select a word or short phrase with the opposite meaning to a target 

word. The 30 items in the antonym task were previously used items from 

Graduate Record Examinations administered prior to 1995. The reliability 

(Cronbach’s alpha) of the analogy task was 0.72 and the reliability (Cron-

bach’s alpha) of the antonym task was 0.78.

The vocabulary checklist measure used the checklist-with-foils format, 

which has been shown to be a reliable and valid way of assessing individual 

differences in verbal cognitive ability (Anderson & Freebody, 1983; Bad-

deley, Emslie, & Nimmo-Smith, 1993; Scott, de Wit, & Deary, 2006; Stanov-

ich, West, & Harrison, 1995). The stimuli for the task were 40 words (e.g., 

“absolution,” “irksome,” “purview”) and 20 pronounceable nonwords (e.g., 

“disler,” “potomite,” “seblement”) taken largely from the stimulus list of 

Zimmerman, Broder, Shaughnessy, and Underwood (1977). The words and 

nonwords were intermixed via alphabetization. The subjects were told that 

some of the letter strings were actual words and that others were not words 

and that their task was to read through the list of items and to put a check 

mark next to those that they knew were words. Scoring on the task was 

determined by taking the proportion of the target words that were checked 

and subtracting the proportion of nonword foils checked. The split-half 

reliability (odd/even, Spearman-Brown corrected) of the word checklist 

measure was 0.86.

As indicated in table 13.2 the Turk sample significantly outperformed 

the Lab sample on each of these three verbal cognitive ability indicators. 

Listed next in the table is a composite cognitive ability indicator (Cognitive 

Ability Composite3) composed of the sum of the z-scores on each of the 

three tasks (analogies, antonyms, word checklist). The Turk group outper-

formed the Lab sample on this measure and the effect size of the difference 

on this composite was 0.85. Another composite measure (Cognitive Abil-

ity Composite4) was calculated for the 538 subjects who provided a self-

reported SAT score. It was composed of the sum of the z-scores on each of 
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the three cognitive ability tasks administered in the study (analogies, ant-

onyms, word checklist) plus the z-score of the self-reported SAT total score. 

The Turk sample displayed higher scores on this measure as well, with an 

effect size of 1.05.

The superior performance of the Turk sample extended to the CART itself, 

as is evident in table 13.3. At the top of the table it can be observed that 

the Turk sample achieved a significantly higher score on the CART than the 

Lab sample. The effect size of the difference was 0.59. The remainder of the 

table presents comparisons of the Turk sample and Lab sample performance 

across the other subtests of the CART, with the CART score (rather than the 

raw score) on each of the subtests providing the metric. The Turk sample 

performed significantly better on 16 of the 20 subtests. The Lab sample sig-

nificantly outperformed the Turk sample on only one subtest: the Temporal 

Discounting subtest. On three of the subtests the two groups did not differ: 

the Ratio Bias subtest, the Disjunctive Reasoning subtest, and the Sensitiv-

ity to Expected Value subtest. At the bottom of table 13.3, the performance 

of the two groups on the four thinking dispositions is compared. The Turk 

sample scored significantly higher on three of the four thinking disposi-

tions, the exception being the Future Orientation subscale.

Table 13.4 presents the correlations between three measures of cogni-

tive ability and the CART Total score and subtest scores. The left column 

presents the correlations with Cognitive Ability Composite3 for the full 

sample of 747 subjects. The middle column presents the correlation with 

the SAT total score that was self-reported by 538 subjects in the full sam-

ple. The far right column presents the correlations with Cognitive Ability 

Composite4—the composite that included the SAT total score along with 

the Analogies, Antonyms, and Word Checklist tasks (Composite4 was also 

calculated for only 538 subjects) in the full sample.

Cognitive Ability Composite3 displayed a moderately high correla-

tion with the CART total score and moderate correlations with most of 

the CART subtests except for the Preference Anomalies subtest, the Tempo-

ral Discounting subtest, the Sensitivity to Expected Value subtest, and the 

Dysfunctional Personal Beliefs subtest. In general, Cognitive Ability Com-

posite3 displayed higher correlations than the SAT total score. Cognitive 

Ability Composite4 displayed correlations very similar to those of Cogni-

tive Ability Composite3, although occasionally a bit higher.



The Full-Form CART  241

Table 13.3
CART score differences between the Turk sample and Lab sample in RT60

Turk Sample 

(n = 397)

Lab Sample 

(n = 350)

M (SD) M (SD) t(745) Cohen’s d

Full-Form CART total 
score

81.8 (24.7) 68.6 (19.1) 8.07*** .59

CART Subtest Points

Probabilistic Reasoning 11.2 (3.6) 10.2 (3.1) 4.06*** .30

Scientific Reasoning 10.6 (3.6) 9.7 (3.1) 3.49*** .26

Reflection versus 
Intuition

4.67 (2.85) 3.15 (2.49) 7.70*** .56

Syllogistic Reasoning 3.39 (2.55) 2.73 (2.43) 3.59*** .26

Ratio Bias 2.28 (1.90) 2.22 (1.64) 0.52 .04

Disjunctive Reasoning 2.31 (1.82) 2.37 (1.63) –0.47 .03

Framing 3.47 (2.02) 2.72 (1.88) 5.27*** .38

Anchoring 2.12 (.92) 1.62 (.91) 7.51*** .55

Preference Anomalies 1.62 (1.01) 1.23 (.93) 5.43*** .40

Argument Evaluation 
Test

2.44 (1.80) 2.10 (1.71) 2.70** .20

Knowledge Calibration 2.52 (1.75) 1.68 (1.46) 7.04*** .52

Temporal Discounting 2.89 (2.47) 3.73 (2.15) –4.92*** .36

Probabilistic Numeracy 5.81 (1.79) 5.11 (1.63) 5.55*** .41

Financial Literacy 5.48 (5.20) 3.49 (2.06) 10.97*** .80

Sensitivity to Expected 
Value

2.73 (1.66) 2.81 (1.56) –0.66 .05

Risk Knowledge 2.24 (.91) 1.73 (.96) 7.40*** .54

Superstitious Thinking 3.72 (1.59) 2.59 (1.65) 9.53*** .70

Antiscience Attitudes 3.75 (1.76) 2.64 (1.82) 8.43*** .62

Conspiracy Beliefs 5.31 (3.65) 4.21 (3.15) 4.40*** .32

Dysfunctional Personal 
Beliefs

3.22 (1.76) 2.57 (1.61) 5.22*** .38

Thinking Disposition Scales: Raw Scores

Actively Open-Minded 
Thinking

132.4 (16.3) 125.2 (14.1) 6.36*** .47

Deliberative Thinking 68.2 (17.2) 65.1 (11.4) 2.82** .21

Future Orientation 56.6 (10.1) 56.2 (8.1) 0.50 .04

Differentiation of 
Emotions

63.8 (11.4) 56.2 (9.6) 9.81*** .72

Two-tailed p values: *p < .05; **p < .01; ***p < .001
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Table 13.4
Correlations between cognitive ability and performance on the total full-form CART 

score and subtest CART scores in RT60

Cognitive 

Ability 

Composite3 SAT Total

Cognitive 

Ability 

Composite4

CART total score .687 .469 .705

Probabilistic Reasoning subtest .505 .375 .520

Scientific Reasoning subtest .554 .375 .571

Reflection versus Intuition subtest .538 .485 .591

Syllogistic Reasoning subtest .499 .338 .505

Ratio Bias subtest .248 .135 .234

Disjunctive Reasoning subtest .280 .256 .282

Framing subtest .275 .202 .312

Anchoring subtest .314 .221 .328

Preference Anomalies subtest .126 .184 .156

Argument Evaluation subtest .375 .224 .380

Knowledge Calibration subtest .378 .199 .375

Temporal Discounting subtest .061 .034 .027

Probabilistic Numeracy subtest .473 .390 .491

Financial Literacy subtest .625 .388 .646

Sensitivity to Expected Value 
subtest

.209 .113 .196

Risk Knowledge subtest .440 .251 .424

Superstitious Thinking subtest .472 .187 .438

Antiscience Attitudes subtest .436 .352 .457

Conspiracy Beliefs subtest .343 .166 .335

Dysfunctional Personal Beliefs 
subtest

.082 .032 .083

For Cognitive Ability Composite3 (n = 747)

Correlations > .075 significant at the .05 level, two tailed

Correlations > .126 significant at the .001 level, two tailed

For Cognitive Ability Composite4 and SAT (n = 538)

Correlations > .086 significant at the .05 level, two-tailed

Correlations > .141 significant at the .001 level, two-tailed
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Table 13.5 presents the correlations between the four thinking dispo-

sitions scales and the CART Total score and subtest scores. The Actively 

Open-Minded Thinking scale (AOT) was by far the strongest correlate of 

CART performance.1 The Deliberative Thinking scale was substantially 

less predictive of CART performance, but was the next highest correlate. 

The 0.625 correlation between the Actively Open-Minded Thinking scale 

and CART performance is particularly notable, given that only four of 

the twenty CART subtests are self-report measures like the AOT scale (the 

Superstitious Thinking subtest, the Antiscience Attitudes subtest, the Con-

spiracy Beliefs subtest, and the Dysfunctional Personal Beliefs subtest). Of 

the sixteen performance subtests, five had notably high correlations with 

the AOT: the Probabilistic and Statistical Reasoning subtest, the Scientific 

Reasoning subtest, the Reflection versus Intuition subtest, the Syllogistic 

Reasoning subtest, and the Financial Literacy and Economic Thinking sub-

test. A test for difference between dependent correlations (Cohen & Cohen, 

1983) indicated that the correlation between the AOT score and the CART 

Total (0.625) was significantly higher than the 0.517 correlation between 

the AOT score and Cognitive Ability Composite3, t(744) = 4.77, p < 0.001).

Table 13.6 presents a series of multiple regression analyses that exam-

ine whether cognitive ability and the score on the Actively Open-Minded 

Thinking scale are independent predictors of CART performance. For exam-

ple, the first row of this table indicates that, for the entire sample, Cog-

nitive Ability Composite3 and the Actively Open-Minded Thinking scale 

score predicted 57.0 percent of the variance in the CART total score. Both 

Cognitive Ability Composite3 and the AOT score were independent predic-

tors of the CART Total score. Both have substantial beta weights, although 

cognitive ability is the stronger predictor. The next multiple regression in 

the table adds the SAT total score as a third predictor in a regression equa-

tion involving the 538 subjects who self-reported an SAT score. Although 

SAT is a significant independent predictor in this analysis, both Cognitive 

Ability Composite3 and the AOT score were more potent predictors of the 

CART Total score than the SAT. The next two lines of this table indicate that 

when the same two regression analyses are run on the Turk sample only, the 

results were substantially the same. The next two rows of table 13.6 indi-

cate that the same is true when these analyses were run on the lab sample 

only. There, in the analysis involving three predictors, SAT total score was a 
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Table 13.5
Correlations between the four Thinking Disposition scales and performance on the 

full-form total CART score and subtest scores in RT60

Actively 

Open-Minded 

Scale

Deliberative 

Thinking 

Scale

Future 

Orientation 

Scale

Differentiation 

of Emotions 

Scale

CART total score .625 .344 .298 .263

Probabilistic 
Reasoning 
subtest

.434 .237 .177 .110

Scientific 
Reasoning 
subtest

.502 .268 .239 .148

Reflection versus 
Intuition subtest

.394 .246 .150 .112

Syllogistic 
Reasoning 
subtest

.392 .245 .192 .072

Ratio Bias subtest .250 .162 .206 .104

Disjunctive 
Reasoning 
subtest

.242 .128 .130 .023

Framing subtest .200 .080 .111 .056

Anchoring 
subtest

.249 .162 .163 .208

Preference 
Anomalies 
subtest

.207 .071 .086 .055

Argument 
Evaluation 
subtest

.339 .203 .159 .183

Knowledge 
Calibration 
subtest

.286 .062 .120 .098

Temporal 
Discounting 
subtest

.077 .088 .174 -.093

Probabilistic 
Numeracy 
subtest

.350 .243 .212 .076

Financial 
Literacy subtest

.474 .253 .248 .270
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Actively 

Open-Minded 

Scale

Deliberative 

Thinking 

Scale

Future 

Orientation 

Scale

Differentiation 

of Emotions 

Scale

Sensitivity to 
Expected Value

.135 .098 .016 .004

Risk Knowledge 
subtest

.339 .177 .119 .167

Superstitious 
Thinking subtest

.549 .156 .212 .364

Antiscience 
Attitudes subtest

.612 .326 .240 .269

Conspiracy 
Beliefs subtest

.412 .152 .188 .245

Dysfunctional 
Personal Beliefs 
subtest

.162 .323 .009 .503

(N = 747)

Correlations > .075 significant at the .05 level, two-tailed

Correlations > .098 significant at the .01 level, two-tailed

Correlations > .126 significant at the .001 level, two-tailed

Table 13.5 (continued)

somewhat more potent predictor than it was in the previous analyses with 

the Total and Turk samples.

In chapter 12, in our discussion of the data from our study of the short-

form CART (RT59), we presented data showing that the AOT was a par-

ticularly strong predictor of performance on the four subtests that assessed 

the ability to avoid contaminated mindware. The next regression in table 

13.6 indicates that this was also true in the present study of the full form 

(RT60). In this regression, the AOT was a stronger predictor of performance 

on these four subtests (Superstitious Thinking, Antiscience Attitudes, Con-

spiracy Beliefs, and Dysfunctional Personal Beliefs) than was the Cognitive 

Ability Composite3 score (beta weight of 0.505 versus 0.218).

Because the AOT was such a strong predictor of the contaminated mind-

ware section of the CART, we ran several analyses to examine whether it 

was just that part of the CART that was accounting for the predictive power 

of the AOT overall. In general, this was not the case. The AOT remained 

a significant unique predictor (albeit not as strong a predictor as cogni-

tive ability) even on the parts of the test that did not contain self-report 
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Table 13.6
Individual difference predictors of performance in RT60

Multiple 

R-Squared

Standardized 

Beta for 

Cognitive 

Ability3

Standardized 

Beta for AOT 

Score

Standardized 

Beta for SAT 

Total

CART total 
Score 
Total sample 
(N = 747)

.570 .496*** .367***

CART total 
score 
Total sample 
(N = 538)

.582 .418*** .346*** .172***

CART total 
score 
Turk sample 
(n = 397)

.586 .507*** .372***

CART total 
score 
Turk sample 
(n = 204)

.608 .486*** .355*** .112*

CART total 
score 
Lab sample  
(n = 350)

.438 .402*** .379***

CART total 
score 
Lab sample  
(n = 334)

.478 .286*** .347*** .256***

Four 
Contaminated 
Mindware 
subtests  
(N = 747)

.418 .218*** .505***

16 remaining 
subtests  
(N = 747)

.506 .526*** .280***

Probabilistic 
Reasoning 
and Scientific 
Reasoning 
subtests  
(N = 747)

.424 .443*** .300***
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Multiple 

R-Squared

Standardized 

Beta for 

Cognitive 

Ability3

Standardized 

Beta for AOT 

Score

Standardized 

Beta for SAT 

Total

10 CART 
Subtests 
Saturated with 
Processing 
Requirements 
(N = 747)

.395 .460*** .251***

4 CART 
Subtests 
Saturated with 
Knowledge 
Requirements 
(N = 747)

.449 .545*** .200***

*Beta weights significant at the .05 level

**Beta weights significant at the .01 level

***Beta weights significant at the .001 level

Table 13.6 (continued)

measures of contaminated mindware. For example, the next regression 

analysis in the table examined as a criterion variable the total score on the 

other sixteen subtests—that is, the sixteen subtests that did not involve self-

report measures of contaminated mindware. It is apparent that the AOT 

remained a significant unique predictor (after cognitive ability had been 

controlled), although its beta weight (0.280) was, as expected, somewhat 

lower than it was in the total score for all twenty subtests. In short, the AOT 

is a significant unique predictor of CART subtests that do not involve the 

avoidance of contaminated mindware.

The remaining regressions in table 13.6 simply demonstrate that the AOT 

was a significant predictor of virtually all the components of the CART (i.e., 

the association between AOT and total test performance was not uniquely 

through the contaminated mindware subtests). For example, the next 

regression analysis used as a criterion variable the combined scores on two 

of the most important subtests of the CART: the Probabilistic and Statisti-

cal Reasoning subtest and the Scientific Reasoning subtest (this composite 

is discussed in more detail below). Here, the AOT achieved a significant 

beta weight of 0.300. The next regression analyses combined the scores on 

the ten subtests that were heavily saturated with processing requirements 
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(i.e., the ten subtests that uniquely reside in the first column of table 12.1). 

The AOT again achieved a significant beta weight of 0.251 in this analysis. 

Finally, we constructed a composite variable consisting of the four subtests 

that were heavily saturated with knowledge requirements (the Probabilistic 

Numeracy subtest, Financial Literacy subtest, Sensitivity to Expected Value 

subtest, and Risk Knowledge subtest). The final regression analysis indicates 

that cognitive ability was an especially potent predictor of this subset of 

tasks, but that nonetheless the AOT was still a significant predictor, with a 

beta weight of 0.200.

Another concern regarding the AOT as a predictor is that because it is 

a self-report measure, it might be carrying variance attributable to impres-

sion management or social desirability. We included a ten-item Impression 

Management scale in RT60 (Cronbach’s alpha = 0.80) adapted from the 

work of Paulhus (1991). The top of table 13.7 shows the correlations of this 

measure with the four thinking dispositions. Two of the four (Deliberation 

scale and the Differentiation of Emotion scale) carry significant impression 

management variance, but the AOT is not one of those two. These results 

mirror those reported in table 11.1.

Table 13.7
Correlations between the CART thinking dispositions and CART subtest scores and 

the ten-item Impression Management scale in RT60 (N = 747)

Impression  

Management

Thinking Dispositions

Actively Open-Minded Thinking scale .05

Deliberative Thinking scale .15***

Future Orientation scale .04

Differentiation of Emotions scale .35***

CART Subtests

Probabilistic Reasoning subtest −.08*

Scientific Reasoning subtest −.02

Reflection versus Intuition subtest .03

Syllogistic Reasoning subtest −.03

Ratio Bias subtest −.04

Disjunctive Reasoning subtest −.04

Avoidance of Framing subtest .09*



The Full-Form CART  249

Impression  

Management

Avoidance of Anchoring subtest .04

Avoidance of Preference Anomalies subtest −.04

Argument Evaluation subtest .02

Knowledge Calibration subtest .09*

Temporal Discounting subtest −.08*

Probabilistic Numeracy subtest .01

Financial Literacy subtest .05

Sensitivity to Expected Value −.08*

Risk Knowledge subtest .02

Superstitious Thinking subtest .15***

Antiscience Attitudes subtest .03

Conspiracy Beliefs subtest .11**

Dysfunctional Personal Beliefs subtest .25***

CART Composite Scores

Full-Form CART .04

Short-Form CART .04

Probabilistic Reasoning and Scientific Reasoning subtests −.06

4 Contaminated Mindware subtests .18***

4 subtests saturated with knowledge .01

10 subtests saturated with processing requirements .00

*correlations significant at the .05 level two tailed

**correlations significant at the .01 level two tailed

***correlations significant at the .001 level two tailed

Table 13.7 (continued)

Farther down, the table displays the correlations between Impression 

Management scores and the scores on the twenty CART subtests. For the 

most part, these correlations are close to zero, and in the few cases where 

they were statistically significant due to our substantial sample size they 

were less than 0.10 in absolute magnitude. The exception concerns the 

four subtests that measure the avoidance of contaminated mindware. 

Three of the four had significant correlations with the Impression Manage-

ment scale, and all three were greater than 0.10 in absolute magnitude. So 

while, in theory, these three subtests of the CART might be correlating with 

another indicator because of impression management factors implicated 
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in their self-report format, this does not seem to be the case with the  

AOT itself, because the latter itself does not correlate with Impression  

Management scores (a finding that was replicated in the studies reported 

in chapter 11).

The bottom of table 13.7 gives the correlations between Impression 

Management scores and the composite scores on the CART. Neither the 

full-form CART nor the short-form CART as a whole carries impression 

management variance. However, a composite score made up of the four 

contaminated mindware subtests does display a significant 0.18 correlation 

with Impression Management scores.

Table 13.8 displays the intercorrelations of all of the subtest scores on 

the CART. Line 22 displays the correlation of the full-form total CART score 

with each of the components. Line 23 displays the subtest correlation with 

the total score minus that subtest. As in RT59 (see chapter 12), the Dys-

functional Personal Beliefs subtest largely failed to correlate with any of the 

other subtests. However, 162 of the remaining 171 correlations were statis-

tically significant, with the median correlation among the remaining nine-

teen subtests being 0.25. As mentioned previously, these intercorrelations 

resulted in a Cronbach’s alpha of 0.86 for the total score when all twenty 

subtests (unweighted) were included. Eliminating the Dysfunctional Per-

sonal Beliefs subtest raises Cronbach’s alpha to 0.87.

A perusal of table 13.8 reveals that three subtests had particularly strong 

intercorrelations: the Probabilistic and Statistical Reasoning subtest, the 

Scientific Reasoning subtest, and the Reflection versus Intuition subtest. 

The part–whole correlations in the last line of the table confirm that these 

three subtests were particularly predictive of total test score, followed by 

the Financial Literacy and Economic Knowledge subtest, the Probabilistic 

Numeracy subtest, and the Belief Bias in Syllogistic Reasoning subtest.

An exploratory principal components analysis of the twenty CART sub-

tests revealed that a four-component solution provided the most coherent 

classification of the tasks. The first principal component explained 30.7 

percent of the variance and the first four components explained 48.6 per-

cent of the variance. Table 13.9 displays the loadings on these four compo-

nents after varimax rotation.

Twelve subtests loaded on component 1, ten of them exclusively. Three 

of the four measures of the avoidance of contaminated mindware loaded 

on component 2. The third component was largely defined by singleton 

variables: the Temporal Discounting subtest and the Conspiracy Beliefs 
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subtest. The fourth component was largely defined by the Dysfunctional 

Personal Beliefs subtest and the Ratio Bias subtest, as well as the Preference 

Anomalies subtest.

Sex Differences in CART Performance

In chapter 12, we described how in our study of the short-form test, the 

male subjects had higher total CART scores than the female subjects and 

significantly outperformed the female subjects on several specific subtests. 

Therefore, in our RT60 study of the full-form CART, we ran several analyses 

looking for sex differences. However, it is necessary to look at sex differ-

ences separately in the Turk sample and in the Lab sample of this study. The 

reason is that the Turk sample performed better than the Lab sample on the 

total test and on several specific subtests. However, the two samples have a 

gender imbalance going in opposite directions. As reported above, the Turk 

sample was 58 percent male, whereas the Lab sample was only 31 percent 

male. This imbalance, coupled with the overall performance differences 

between the Turk sample and the Lab sample, creates exactly the situation 

in which one might see versions of Simpson’s paradox (Kievit, Frankenhuis, 

Waldorp, & Borsboom, 2013)—situations where what one might conclude 

from an aggregate analysis would not hold in either of the disaggregated 

analyses. Thus, table 13.10 displays the sex differences in performance sep-

arately for both samples.

The first four comparisons at the top of the table examine sex differences 

in cognitive ability across the two samples. In the Lab sample, the males had 

significantly higher scores on Cognitive Ability Composite3 and higher SAT 

total scores than the females. The effect size was moderate in both cases. In 

the Turk sample, although the males outscored the females on Cognitive 

Ability Composite3 and the SAT, neither of the differences was statistically 

significant and the effect size was small. Thus, when interpreting the rest 

of the results in the table, we should keep in mind the fact that in the Lab 

sample in particular, the males were higher in cognitive ability.

Continuing down the table, it can be seen that the total score on the 

entire CART full form was higher for males than for females in both sam-

ples and the mean difference corresponded to a moderate effect size of 0.52 

and 0.65, respectively. These were somewhat lower effect size sizes than 

were displayed in the study of the short form described in chapter 12 (0.82). 

Moving down the table, we see displayed the sex differences for each of the 
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Table 13.9
Loadings of the full-form CART subtests in RT60 on the first four principal compo-

nents after varimax rotation

Component 

1

Component 

2

Component 

3

Component 

4

Probabilistic 
Reasoning subtest

.31 — — —

Scientific Reasoning 
subtest

.31 — — —

Reflection Versus 
Intuition subtest

.32 — — —

Syllogistic Reasoning 
subtest

.28 — — —

Ratio Bias subtest — — .23 .43

Disjunctive 
Reasoning subtest

.20 — — —

Avoidance of 
Framing subtest

— — — —

Avoidance of 
Anchoring subtest

— .23 — —

Avoidance of 
Preference Anomalies 
subtest

— — .22 .35

Argument Evaluation 
subtest

.20 — — —

Knowledge 
Calibration subtest

.20 — — —

Temporal 
Discounting subtest

— — .46 —

Probabilistic 
Numeracy subtest

.28 — — —

Financial Literacy 
subtest

.29 — — —

Sensitivity to 
Expected Value 
subtest

— — — —

Risk Knowledge 
subtest

.20 — — —

Superstitious 
Thinking subtest

.25 .34 — —

Antiscience Attitudes 
subtest

.26 .25 — —

Conspiracy Beliefs 
subtest

— .37 .40 —

Dysfunctional 
Personal Beliefs 
subtest

— — — .53

Note: Loadings less than .20 and negative loadings have been eliminated.
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twenty subtests within each of the two samples. In thirty-eight of the forty 

comparisons the males outperformed the females, although this difference 

was not always statistically significant. There was one statistically signifi-

cant comparison where females outperformed males: the Temporal Dis-

counting subtest for the Lab sample (convergent with Dittrich & Leipold, 

2014; Silverman, 2003a, 2003b). The differences favoring males were par-

ticularly sizable for certain subtests: the Probabilistic and Statistical Reason-

ing subtest, the Reflection versus Intuition subtest, the Practical Numeracy 

subtest, and the Financial Literacy and Economic Knowledge subtest. The 

bottom of the table shows the sex differences on the four thinking disposi-

tions for each of the two samples. On two of the four thinking dispositions 

scales—the Actively Open-Minded Thinking scale and the Deliberative 

Thinking scale—males tended to outperform females.

Although we found a statistically significant difference between males 

and females in the full-form CART total score that was of moderate effect 

size, recall that at the top of this table it was demonstrated that in both the 

Turk and the Lab sample males were of higher cognitive ability (particularly 

in the Lab sample). We conducted several analyses to see how much the 

sex differences in CART performance were attenuated by cognitive ability 

and other factors. In the Turk sample, the correlation between sex (male = 

1; female=2) and the CART Total score was –0.25 and was not attenuated 

(partial r = –0.30) when the scores on the Cognitive Ability Composite3 

were controlled. In the Turk sample there was a significant 0.21 correla-

tion between total CART score and years of education completed, although 

little correlation between sex and years of education completed (0.05). The 

correlation between sex and the CART Total score in this sample remained 

unattenuated (partial r = –0.31) when the scores on the Cognitive Ability 

Composite3 and years of education were both controlled.

In the Lab sample, the correlation between sex and the full-form CART 

total score was –0.29 and decreased to –0.25 when the scores on Cogni-

tive Ability Composite3 were controlled, but it was still highly significant. 

Also in the Lab sample, there was a small but significant 0.13 correlation 

between total CART score and year in university, although little correlation 

between sex and year in university (0.05). The correlation between sex and 

the CART Total score in this sample remained largely unattenuated (partial 

r = –0.25) when the scores on the Cognitive Ability Composite3 and year in 

university were both controlled.
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Table 13.10
Differences between males and females in the full-form version of the CART (RT60)

Males Females

M (SD) M (SD) t value Cohen’s d

Cognitive Ability 
Composite3—Turk

1.07 (2.61) 0.78 (2.80) 1.07 .11

Cognitive Ability 
Composite 3—Lab

–0.61 (2.06) –1.29 (1.90) 3.01** .35

SAT Total—Turk 1240 (150) 1218 (163) 1.02 .15

SAT Total—Lab 1160 (143) 1105 (127) 3.47*** .41

Full-form 
CART—Turk

87.1 (23.4) 74.5 (24.7) 5.16*** .52

Full-form 
CART—Lab

76.9 (22.3) 64.9 (16.1) 5.65*** .65

Probabilistic 
Reasoning—Turk

12.0 (3.5) 10.2 (3.5) 5.18*** .53

Probabilistic 
Reasoning—Lab

11.5 (3.3) 9.6 (2.8) 5.53*** .64

Scientific 
Reasoning—Turk

11.1 (3.4) 9.9 (3.8) 3.16** .32

Scientific 
Reasoning—Lab

10.6 (3.4) 9.4 (2.9) 3.32** .38

Reflection versus 
Intuition—Turk

5.2 (2.8) 4.0 (2.8) 4.13*** .42

Reflection versus 
Intuition—Lab

4.1 (3.0) 2.7 (2.1) 5.20*** .60

Syllogistic 
Reasoning—Turk

3.5 (2.5) 3.2 (2.8) 1.12 .11

Syllogistic 
Reasoning—Lab

3.3 (2.6) 2.5 (2.3) 3.01** .35

Ratio Bias—Turk 2.6 (1.9) 1.9 (1.9) 3.38*** .34

Ratio Bias—Lab 2.7 (1.7) 2.0 (1.6) 3.75*** .43

Disjunctive 
Reasoning—Turk

2.4 (1.9) 2.2 (1.7) 1.47 .15

Disjunctive 
Reasoning—Lab

2.7 (1.6) 2.2 (1.6) 2.36* .27

Framing—Turk 3.6 (2.0) 3.3 (2.0) 1.65 .17

Framing—Lab 2.8 (1.9) 2.7 (1.9) 0.36 .04

Anchoring—Turk 2.3 (0.9) 1.9 (0.9) 3.38*** .34

Anchoring—Lab 1.6 (0.9) 1.6 (0.9) 0.09 .01
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Males Females

M (SD) M (SD) t value Cohen’s d

Preference 
Anomalies—Turk

1.8 (1.0) 1.4 (0.9) 3.45*** .35

Preference 
Anomalies—Lab

1.5 (1.0) 1.1 (0.9) 3.37*** .39

Argument 
Evaluation—Turk

2.6 (1.8) 2.3 (1.8) 1.61 .16

Argument 
Evaluation—Lab

2.4 (1.8) 2.0 (1.7) 2.24* .26

Knowledge 
Calibration—Turk

2.6 (1.8) 2.4 (1.8) 0.74 .08

Knowledge 
Calibration—Lab

1.8 (1.5) 1.6 (1.4) 1.42 .16

Temporal 
Discounting—Turk

3.0 (2.5) 2.7 (2.3) 1.43 .15

Temporal 
Discounting—Lab

3.3 (2.2) 3.9 (2.1) -2.23* -.26

Probabilistic 
Numeracy—Turk

6.2 (1.7) 5.3 (1.8) 4.94*** .50

Probabilistic 
Numeracy—Lab

5.8 (1.7) 4.8 (1.5) 5.76*** .66

Financial 
Literacy—Turk

5.9 (2.8) 4.9 (2.7) 3.56*** .36

Financial 
Literacy—Lab

4.5 (2.4) 3.0 (1.7) 6.43*** .74

Expected 
Value—Turk

3.0 (1.7) 2.4 (1.6) 3.86*** .39

Expected 
Value—Lab

3.3 (1.5) 2.6 (1.5) 4.25*** .49

Risk 
Knowledge—Turk

2.2 (0.9) 2.2 (0.9) 0.03 .00

Risk 
Knowledge—Lab

1.9 (1.0) 1.7 (0.9) 1.85 .21

Superstitious 
Thinking—Turk

4.0 (1.4) 3.4 (1.7) 3.84*** .39

Superstitious 
Thinking—Lab

2.9 (1.7) 2.4 (1.6) 2.41* .28

Antiscience 
Attitudes—Turk

4.1 (1.6) 3.3 (1.9) 4.35*** .44

Table 13.10 (continued)
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Males Females

M (SD) M (SD) t value Cohen’s d

Antiscience 
Attitudes—Lab

3.1 (1.8) 2.4 (1.8) 3.30** .38

Conspiracy 
Beliefs—Turk

5.6 (3.6) 4.8 (3.7) 2.16* .22

Conspiracy 
Beliefs—Lab

4.0 (3.3) 4.3 (3.1) -0.72 -.08

Dysfunctional 
Beliefs—Turk

3.5 (1.6) 2.8 (1.9) 4.13*** .42

Dysfunctional 
Beliefs—Lab

2.9 (1.6) 2.4 (1.6) 2.89** .33

Actively Open-
Minded 
scale—Turk

134.2 (15.9) 129.8 (16.6) 2.68** .27

Actively Open-
Minded 
scale—Lab

128.7 (16.3) 123.7 (12.8) 3.10** .36

Deliberation 
scale—Turk

70.1 (15.8) 65.4 (18.6) 2.71** .28

Deliberation 
scale—Lab

68.6 (12.5) 63.6 (10.6) 3.91*** .45

Future Orientation 
scale—Turk

57.3 (9.6) 55.6 (10.8) 1.67 .17

Future Orientation 
scale—Lab

56.0 (8.7) 56.3 (7.9) –0.27 –.03

Differentiation of 
Emotions 
scale—Turk

63.4 (10.9) 64.4 (12.0) –0.82 –.08

Differentiation of 
Emotions 
scale—Lab

56.6 (9.4) 56.1 (9.7) 0.44 .05

*p < .05; **p < .01; ***p < .001

Turk: 231 males and 166 females (df = 395) for all variables except SAT total, where 

there are 123 males and 81 females (df = 202).

Lab: 109 males and 241 females (df = 348) for all variables except SAT total, where 

there are 102 males and 232 females (df = 332).

Table 13.10 (continued)
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The Full-Form versus the Short-Form CART

In the study described in chapter 12—RT59—each subject completed all 

eleven subtests of the short-form CART. Of course, the subjects in RT60 who 

completed all twenty subtests of the CART also completed the eleven short-

form subtests. Therefore, each of the subjects in RT60 could also be given a 

score for the short-form CART. In RT60, the mean score for the Turk sample 

on the short form was 56.2 (SD = 17.8), which was significantly higher than 

the mean score of the Lab sample on the short form, 47.5 (SD = 14.2, t(745) 

= 7.36, p < 0.001, Cohen’s d = 0.539). The university sample in RT59 who 

completed only the short-form subtests achieved a mean score of 43.6 (SD 

= 13.0). The Lab sample in RT60 scored significantly higher than the similar 

university lab sample in RT59 (t(720) = 3.85, p < 0.001), probably because 

the former were paid and the latter were not.

In RT60, the correlation between the full-form score and the short-form 

score was quite high: 0.97 in the total sample and in both the Turk and Lab 

samples. For purposes of comparison, we might label the nine subtests that 

are in the full-form CART but are not in the short-form CART as the residual 

CART. In RT60, the residual CART had a correlation of 0.73 with the short-

form CART in the total sample (0.74 in the Turk sample and 0.66 in the Lab 

sample). This correlation is based on independent subtests. The correlation 

of the residual CART with the full-form CART was of course a very high 0.87 

in the total sample (0.87 in the Turk sample and 0.83 in the Lab sample) 

because one set is contained within the other.

Table 13.11 presents correlational comparisons across the full-form 

CART, short-form CART, and residual CART in RT60. By examining this 

table, we can see whether such factors as cognitive ability, study sample, 

sex, and thinking dispositions related similarly to the full-form and short-

form CART, as well as to the residual CART. At the top of the table are the 

correlations involving cognitive ability: Cognitive Ability Composite3; SAT 

total score; and the Cognitive Ability Composite4. The correlations are dis-

played separately for the Turk sample and the Lab sample. Displayed next 

is the correlation between study sample (Turk versus Lab). The correlations 

here are negative (indicating that the Turk sample outperformed the Lab 

sample) because the variable was scored 1 for Turk and 2 for Lab. Presented 

next are the correlations involving the sex of the subject. The correlations 

here too are negative because they were scored as 1 for male and 2 for 
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Table 13.11
Correlation comparisons between the full-form CART (20 subtests), the short-form 

CART (11 subtests), and the residual CART (9 subtests) in RT60

Full-Form 

CART

Short-Form 

CART

Residual 

CART

Cognitive Ability 
Composite3—Turk

.695 .671 .620

Cognitive Ability 
Composite3—Lab

.567 .546 .474

SAT Total—Turk .313 .319 .253

SAT Total—Lab .495 .489 .384

Cognitive Ability 
Composite4—Turk

.713 .699 .638

Cognitive Ability 
Composite4—Lab

.614 .595 .506

Sample (Turk = 1; Lab = 2) –.283 –.260 –.280

Sex (Male = 1; Female = 2) –.322 –.320 –.265

Actively Open-Minded 
Thinking scale—Turk

.628 .631 .508

Actively Open-Minded 
Thinking scale—Lab

.554 .568 .387

Deliberative 
Thinking scale—Turk

.267 .281 .191

Deliberative 
Thinking scale—Lab

.472 .470 .360

Future Orientation scale—Turk .311 .296 .286

Future Orientation scale—Lab .297 .278 .267

For Cognitive Ability Composite3 (N = 747)

Correlations > .075 significant at the .05 level, two-tailed

Correlations > .126 significant at the .001 level, two-tailed

For Cognitive Ability Composite4 and SAT (N = 538)

Correlations > .086 significant at the .05 level, two-tailed

Correlations > .141 significant at the .001 level, two-tailed

female. Finally, at the bottom of the table are the correlational relationships 

involving three of the thinking dispositions that were strongly related to 

CART performance (the fourth, the Differentiation of Emotions scale, was 

not). The correlations for the three thinking disposition measures are dis-

played for each of the two samples.

One generalization that holds throughout the entire table is that the cor-

relations involving the full-form CART and the short-form are remarkably 
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similar across all of these measures. The two forms show very similar associ-

ations with cognitive ability and with the thinking dispositions. The supe-

rior performance of the Turk sample over the Lab sample was fairly similar, 

and the performance of the male subjects was similarly elevated across 

these two forms. Another generalization that holds pretty much down the 

entire table is that the residual CART shows slightly lower correlations than 

either the short-form or the full-form CART.

Table 13.12 presents the approximate raw scores at selected percentile 

ranks for the Turk sample and Lab sample on the full-form of the CART.

Table 13.13 presents the approximate raw scores at selected percentile 

ranks for the Turk sample and Lab sample for the Short-Form scores, the 

Probabilistic and Statistical Reasoning Subtest scores, and the Scientific Rea-

soning Subtest scores.

Table 13.14 presents the approximate scores corresponding to selected 

percentile ranks in the Turk sample and the Lab sample for the four think-

ing dispositions scales of the CART.

Table 13.12
Approximate full-form CART total scores corresponding to selected percentile ranks 

in the Turk sample and the Lab sample from RT60

Percentile Rank

Approximate Score 

in Turk Sample

Approximate Score 

in Lab Sample

2 31 38

5 38 40

10 48 47

20 59 52.5

30 68 57

40 76 62

50 83 66

60 91 71.5

70 97 77

80 105 83

90 113 94

95 121 106

98 128 115.5
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Further Relationships within the CART Subtests and Even Shorter Forms

The CART is a long test with many complex parts. Thus, we were prompted 

to explore the properties of even shorter versions of the CART than the 

short form discussed in chapter 12. The shortest version of the test was a 

38-point version constructed by combining the two subtests that reflect 

most centrally the logic of the tasks studied in the heuristics and biases lit-

erature: the Probabilistic and Statistical Reasoning subtest and the Scientific 

Reasoning subtest.

One question that might be asked of such an extremely short test is 

whether the 38-point two-subtest version does capture a substantial 

amount of the variance on the other eighteen subtests. To answer this ques-

tion, consider the zero-order correlation between those two subtests and 

the other eighteen in table 13.8. The correlations indicated there are mostly 

moderate in size and almost all significant (Dysfunctional Personal Beliefs 

being the one exception). Second, we calculated the correlation between 

the 38-item two-subtest version and the 110-point version comprised of 

the other eighteen subtests. The correlation was a substantial and impres-

sive 0.79.

A more refined analysis showing that the 38-point two-subtest version 

does capture specific variance on most of the other subtests is presented in 

table 13.15. There, each of the eighteen other subtests is, in turn, regressed 

on three predictors: Cognitive Ability Composite3, the AOT scale, and the 

38-point short-form version consisting of the Probabilistic and Statisti-

cal Reasoning subtest and the Scientific Reasoning subtest. The multiple 

R-squared is presented in the first column to the right of the subtest’s name. 

Those are not flagged for statistical significance because all were significant 

at the 0.001 level. The next three columns present the standardized beta 

weights for the three predictor variables: Cognitive Ability3, AOT scale, and 

the 38-point short-form version.

The results in that table are easy to summarize. Overall, the 38-point 

short-form version of the test is substantially connected to the variance 

in seventeen of the eighteen remaining subtests. Specifically, the 38-point 

version accounted for significant unique variance over and above that 

accounted for by cognitive ability and the AOT in seventeen of eighteen 

cases (as expected given previous results, the exception was the Dys-

functional Personal Beliefs subtest). Furthermore, in ten of the eighteen 
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regression analyses, the 38-point two-subtest version had the largest beta 

weight. In four of the eighteen analyses, Cognitive Ability Composite3 had 

the highest beta weight, and in four of the eighteen analyses the AOT had 

the highest beta weight. Finally, in twelve of the eighteen analyses, the 

38-point version had a higher beta weight than did the cognitive ability 

measure. All of these findings serve to indicate that the 38-point version 

has a substantial connection to the eighteen other subtests even after the 

variance due to cognitive ability and the AOT has been removed.

In the 38-point version of the CART, we have probably the shortest of 

the short-form tests that one could make out of our comprehensive assess-

ment instrument. In such an extremely shortened form (that could be com-

pleted in 15 to 35 minutes by most subjects), the 38-point version loses the 

comprehensive coverage of the full-form CART but, as we have just shown, 

it does share considerable variance with the eighteen subtests that have 

been removed.

In contrast with the extremely shortened 38-point version, researchers 

may well be interested in the statistical properties of an only slightly short-

ened version of the CART that we might label the CART16. We formed 

a sixteen-subtest version of the CART by removing the four subtests that 

measure the avoidance of contaminated mindware. Certain researchers 

may prefer the test to be composed in this manner. Some investigators may 

view the inclusion of the contaminated mindware probes in a comprehen-

sive assessment of rational thinking to be quite separate from the other 

subtests. We acknowledge that there are some large issues surrounding this 

component of rational thought that may well generate diverse views. Some 

might find the selection of the contaminated mindware domains to be con-

troversial. Others might agree that our four subtests do assess valid domains 

of contaminated mindware but may feel that other domains are missing.

Aside from the content of the domains of contaminated mindware that 

are sampled on the CART, another property of these four subtests set them 

apart from the other subtests. These four subtests are self-report question-

naires rather than performance measures, in contrast with the other sixteen 

subtests (an issue we will revisit in the next chapter). Table 13.7 does show 

that three of these four contaminated mindware subtests have significant 

correlations with impression management (although two of the three cor-

relations are low in absolute magnitude). Nevertheless, we acknowledge 

that the content coverage and the self-report nature of these subtests may 
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Table 13.15
Multiple regressions with each subtest regressed on three predictors: Cognitive 

Ability3, the AOT scale, and the Probabilistic Reasoning and Scientific Reasoning 

subtests combined in RT60 (N = 747)

Multiple 

R-Squared

Standardized 

Beta: 

Cognitive 

Ability3

Standardized 

Beta: AOT 

Scale

Standardized 

Beta: 

Prob Reas + 

Scientific Reas 

Subtests

Reflection versus 
Intuition subtest

.473 .220*** –.003 .535***

Syllogistic 
Reasoning 
subtest

.392 .203*** .047 .453***

Ratio Bias 
subtest

.141 .020 .070 .321***

Disjunctive 
Reasoning 
subtest

.194 .023 .006 .423***

Framing subtest .125 .111* –.006 .280***

Anchoring 
subtest

.114 .212*** .089* .094*

Preference 
Anomalies 
subtest

.072 –.073 .127** .223***

Argument 
Evaluation 
subtest

.198 .181*** .130** .221***

Knowledge 
Calibration 
subtest

.170 .239*** .073 .169***

Temporal 
Discounting 
subtest

.037 –.073 –.007 .231***

Probabilistic 
Numeracy 
subtest

.382 .177*** –.006 .499***

Financial 
Literacy subtest

.471 .388*** .117*** .294***

Sensitivity to 
Expected Value

.112 .039 –.066 .341***
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Multiple 

R-Squared

Standardized 

Beta: 

Cognitive 

Ability3

Standardized 

Beta: AOT 

Scale

Standardized 

Beta: 

Prob Reas + 

Scientific Reas 

Subtests

Risk Knowledge 
subtest

.222 .298*** .110** .142**

Superstitious 
Thinking subtest

.360 .196*** .375*** .136**

Antiscience 
Attitudes subtest

.428 .061 .470*** .220***

Conspiracy 
Beliefs subtest

.207 .107* .274*** .156***

Dysfunctional 
Personal Beliefs

.026 –.002 .164*** –.003

* p < .05; ** p < .01; *** p < .001

All multiple R-squared values are significant at the .001 level.

Table 13.15 (continued)

make an investigator wary of them. Thus, we explored the properties of a 

sixteen-subtest version of the CART.

In table 13.16 we present a correlation matrix including four versions 

of the test: the full-form version of the CART, the short-form version of 

the CART (based on eleven subtests), the CART16 (all the subtests except 

the avoidance of contaminated mindware subtests), and the 38-point two-

subtest version we discussed above. Also presented in the table are the cor-

relations with Cognitive Ability Composite3 and the AOT scale. All these 

correlations are derived from the data of the entire sample (N = 747) from 

Table 13.16
Correlations among the CART forms in RT60 (N = 747)

1 2 3 4 5

1. Full-form CART

2. Short-form CART .97

3. CART16 .97 .93

4. 38-point 2-subtest CART .88 .89 .89

5. Cognitive Ability3 .69 .66 .67 .60

6. AOT scale .62 .63 .55 .53 .52
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RT60. The correlations indicate that nearly identical individual difference 

findings will emerge from the use of the full form, the short form, and the 

CART16. The latter two have a correlation of 0.97 with the full-form CART. 

Also encouraging is the fact that the ultrashort 38-point version has a cor-

relation of 0.88 with the full-form CART in the data of RT60.

The next-to-last row in the correlation matrix indicates that cognitive 

ability has roughly similar relationships with all the forms. The 0.69 cor-

relation with the full form CART is quite similar to the 0.66 correlation 

with the short-form CART and the 0.67 correlation with CART16. The cor-

relation does drop to 0.60 when the 38-point two-subtest version is used. 

The last line of the table indicates that the relationships with the AOT 

scale behave in predictable ways. Specifically, the AOT has nearly identi-

cal 0.62 and 0.63 correlations with the full-form CART and the short-form 

CART. Predictably, the correlation is reduced to 0.55 when CART16 is used, 

because that version of the task excludes the four contaminated mindware 

subtests that tend to have the highest correlations with the AOT scale. Like-

wise, the 38-point version also excludes those four subtests and has a cor-

relation with the AOT scale of 0.53.

As a whole, the results displayed in table 13.16 indicate that using alter-

native versions of the CART will essentially allow the investigator to track 

similar individual differences. The short-form eleven-subtest version and 

the CART16 track variance almost identical to the full-form CART. Finally, 

the 38-point version is an extremely efficient way to track largely the same 

variance (a 0.88 correlation with the full-form CART). Of course, this state-

ment is made from a logistical or practical point of view. From a research, 

or theoretical, point of view, the full-form CART embodies a theoretical 

comprehensiveness that the other shorter forms lack. That is, the full-form 

CART retains high content validity as a measure of the multifarious con-

struct of rational thinking that the shorter forms will necessarily lack.
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Chapter  14
Context,  Caveats,  and  Questions

The rationale for the choice of the various subtests of the CART and for the 

composition of those subtests has been described in part 2. In those chap-

ters, we discussed the specific literature relevant to the tasks included in 

each subtest. In the present chapter, we step back a bit from these microp-

erspectives and take a broader look at the various decisions we have made 

in constructing the CART. We will discuss its overall structure compared 

with other related instruments in the literature, and we will contextualize 

the test within the broader literature on cognitive ability assessment. We 

will also engage in a critique of the CART, pointing out certain caveats and 

cautions that follow from its status as a beta (early prototype) version of a 

rational thinking assessment.

The CART Provides Wide Coverage of the Domain of Rational Thinking—

Not the Best Measure of Any One Thinking Skill

It is important to understand that the value added by the CART resides in 

its status as a total assessment instrument—that is, in its components taken 

together. The subtests chosen, and the items chosen for the subtests, were 

determined by the logistics of a comprehensive assessment instrument 

designed to assess a large number of cognitive skills and knowledge bases. 

Thus, we do not view any of our subtests as necessarily the optimal measure 

of the particular thinking ability that it is tapping. If we had to choose the 

items for a two-hour test of just that construct, we might well choose dif-

ferently. With respect to almost all of the subtests, the best measurement 

of each particular construct would necessitate a much longer subtest. No 

doubt the “best set” of stimuli would come from the empirical literature 
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on the original versions of each construct, rather than the variants we have 

chosen or constructed for our test.

In short, in constructing the CART, we have opted for  

comprehensiveness—for coverage of a large number of thinking skills 

rather than the in-depth assessment of only a few. This obviously involved 

some trade-offs. In lengthening the test to capture more aspects of rational 

thinking, the logistics of such a long test necessitated that we sometimes 

sacrifice the number of items, and hence the reliability, within any given 

subtest. It is no doubt the case that if one were focusing on the particular 

construct of a particular subtest for research purposes, then one would con-

struct a longer and hence more reliable subtest. For example, there exist 

numeracy measures that are more comprehensive and reliable than ours 

(see Liberali et al., 2012; Schapira et al., 2012; Weller et al., 2013), but for 

our Probabilistic Numeracy subtest we chose instead a very modest number 

of items that are quite diagnostic.

The CART Compared to Other Broad Measures of Rational Thinking

Although no other heavily researched assessment device bills itself as a mea-

sure of rational thinking, there exist some batteries of tasks that, although 

they go by a different name, would certainly come under the purview of 

what we term “rational thought” in this book. Two in particular warrant 

discussion because they have generated substantial research: the Decision-

Making Competence Scale for Adults and the Halpern Critical Thinking 

Assessment.

The Decision-Making Competence Scale for Adults (A-DMC) was intro-

duced into the literature by Parker and Fischhoff (2005) and Bruine de 

Bruin, Parker, and Fischhoff (2007). That measure consisted of seven sub-

sections, or subtests, in the original versions. In subsequent work (Bruine de 

Bruin, Parker, & Fischhoff, 2012; Del Missier, Mäntylä, & Bruine de Bruin, 

2012; Parker, Bruine de Bruin, & Fischhoff, 2015; Strough, Parker, & Bru-

ine de Bruin, 2015; Weller et al., 2015), the number of subtests has been 

reduced to six by the elimination of the path independence section, which 

displayed modest reliability and showed poor convergence with other 

subtests. Parker and Fischhoff (2005) initially introduced a version of the 

Decision-Making Competence index for youths (Y-DMC) that contained 
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the same seven subtests as the A-DMC, with the exception that the tasks in 

the subtests used items that were more suitable for young people.

Comparing the CART to the A-DMC we find that: several of the subtests 

of the A-DMC are also contained in the CART; several of the A-DMC sub-

tests are actually components of some of the larger subtests in the CART; 

two subtests of the A-DMC are not included in the CART; and one subtest of 

the original A-DMC (path independence) is actually measured by the CART, 

but was dropped from later versions of the A-DMC. We will describe these 

relationships briefly.

As we will discuss below, the A-DMC is very heavy on process measure-

ment, and it is much lighter than our battery on the measurement of areas 

of rational thinking that are saturated with knowledge. Finally, the A-DMC 

has no measure of declarative knowledge domains that contaminate think-

ing and can lead to irrational responses. Neither does the A-DMC mea-

sure thinking dispositions as supplementary information, in contrast with 

the CART. Of course, the more in-depth measurement of all of these other 

domains in the CART comes at the obvious cost that it is a much longer 

instrument to complete than is the A-DMC.

Two of the seven subtests of the A-DMC, resistance to overconfidence 

bias and resistance to framing effects, are measured in a very similar man-

ner in the CART. The A-DMC measures overconfidence bias using different 

items and materials of course, but it uses essentially the same performance 

indices and logic (the CART does add the interval method). As is clear from 

table 4.1 in chapter 4, avoiding overconfidence is one of the heuristics and 

biases measured on the CART that is heavily saturated with processing 

requirements. The avoidance of framing effects is similarly process depen-

dent, although as is clear from table 4.1, we view it as just one indicator 

of the important rational thinking characteristic of making decisions in a 

manner not influenced by irrelevant context.

The A-DMC measure of resistance to framing effects is similar to our 

measure of framing effects in several respects. However, its position in the 

CART is not as prominent as it is in the A-DMC. Resistance to framing 

effects is one of seven subsections in the original A-DMC, and its propor-

tion of the test rises in later versions to one-sixth of the entire test. As 

is clear from our table 4.1, although the CART does assess framing, our 

measure of framing effects is one of three indicators of the ability to avoid 

irrelevant context effects in decision making. From that table, it can be seen 
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that we view the ability to avoid anchoring affects and to avoid preference 

anomalies in the same domain of rational thinking. As table 4.2 indicates, 

our Framing subtest comprises only 6 of 148 points on the full-form CART, 

much less than the one-sixth weight it receives on the A-DMC.

Two components of the A-DMC, consistency in risk perception and 

resistance to sunk costs, are part of CART measurement, but are not sepa-

rate subtests themselves. Instead, they are a subset of the items contained 

within other major subtests of the CART. So, for example, consistency in 

risk perception is measured in the Probabilistic Reasoning subtest of the 

CART. Likewise, the resistance to sunk costs is measured by three items 

contained within the Financial Literacy and Economic Knowledge subtest 

of the CART.

The path independence component of the A-DMC was dropped in later 

versions of that measure, but we assess decision-making competencies of a 

very similar sort on the Preference Anomalies subtest of the CART—one of 

three measures of the ability to avoid irrelevant context effects in decision 

making.

Two of the subscales on the A-DMC, applying decision rules and recog-

nizing social norms, have no direct counterpart in the CART. The apply-

ing decision rules subtest of the A-DMC involves having the subject peruse 

a table with values assigned to the various features of a set of consumer 

alternatives. The subject is then given a statement that reflects a decision 

rule such as elimination by aspects, lexicographic, and equal weights rules. 

The subject must then decide which of the consumer items is preferred. 

This particular task seems very heavily loaded with information-processing 

requirements that would make it highly determined by cognitive ability. 

For example, the subject must evaluate the rule:

“Sally first selects the DVD players with the best Sound Quality. From the 

selected DVD players, she then selects the best on Picture Quality. Then, if 

there is still more than one left to choose from, she selects the one best on 

Programming Options.”

Indeed, in the Bruine de Bruin et al. (2007) study, the correlation between a 

rather modest number of these items and the Raven’s Matrices is 0.65. The 

correlation with the Nelson Denny reading test was 0.51. Some of the skills 

relevant to performance on this task may well be tapped by the Probabilistic 

Numeracy subtest of the CART, which also carries a good deal of cognitive 
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ability variance. It should be noted that the instructions to participants for 

evaluation of the table in this task are very explicit and directive, unlike 

many tasks on the CART, where the probabilistic reasoning, or the scientific 

reasoning, or expected value calculation is not specifically instructed. In 

terms of the discussion in chapter 2, it is an optimal performance measure 

rather than a typical performance measure.

The seventh A-DMC subtest, recognizing social norms, is not repre-

sented on the CART. This subtest, testing the accuracy with which people 

perceive the social norms of their peers, is a measure of a particular type of 

declarative knowledge. Although we have studied various forms of knowl-

edge perception and projection in our lab (Sá & Stanovich, 2001), it is not 

as closely integrated into the framework described in chapter 4, and into 

the frameworks of rationality in areas of cognitive science more generally 

(Evans 2014; Stanovich 2012). Furthermore, it is not one of the more reli-

able A-DMC subtests (see table 2 of Bruine de Bruin et al. 2007). More work 

would be needed on this measure before we would consider including it in 

the CART.

In short, as this discussion has illustrated, there is a considerable degree 

of overlap between the subtests of A-DMC and the CART, although the 

CART is by far the more comprehensive measure. Of course, the issue of 

time is relevant, and given constraints, the A-DMC does give reasonable 

coverage of many important areas of rational thinking. Nonetheless, the 

CART contains many additional measures of rational thinking, such as 

tests of cognitive reflection, belief bias in syllogistic reasoning, measures of 

miserly processing such as ratio bias and disjunctive reasoning, the avoid-

ance of anchoring affects, the avoidance of myside bias, the assessment of 

temporal discounting, financial literacy, probabilistic numeracy, scientific 

reasoning, sensitivity to expected value, and more comprehensive mea-

sures of probabilistic reasoning.

The CART contains an assessment of bodies of declarative knowledge 

that inhibit rational thinking such as superstitious thinking, dysfunctional 

personal beliefs, the rejection of antiscience attitudes, and the rejection of 

conspiracy beliefs. Finally, the CART also provides assessment of supple-

mentary thinking disposition measures such as the Actively Open-Minded 

Thinking scale, Deliberative Thinking scale, Future Orientation scale, and 

Differentiation of Emotions scale that are on the CART.
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The Halpern Critical Thinking Assessment (HCTA; Halpern, 2008, 2010) 

is an instrument that, despite its name emphasizing critical thinking skills, 

assesses several components of rationality as we define them in the CART. 

It is an instrument that assesses five categories of critical thinking: hypoth-

esis testing, likelihood and uncertainty, argument analysis, verbal reason-

ing, and problem solving skills. The HCTA is composed of twenty-five basic 

scenarios, and each scenario has two components, involving first an open-

ended response followed by a forced choice response. Each response type 

is scored as part of the assessment. The open-ended response component 

is a notable aspect of the HCTA. As with the CART, performance on the 

HCTA has moderate associations with measures of cognitive ability (Halp-

ern, 2008, 2010). Research on the correlates of the HCTA continues apace 

(Butler, 2012; Chan, Ho, & Ku, 2011).

The CART and the HCTA overlap considerably as measures of ratio-

nal thinking, although the CART is a more comprehensive measure. The 

hypothesis-testing section of the HCTA measures many of the same con-

cepts as the Scientific Reasoning subtest of the CART: the recognition that 

correlation does not imply causation, the need for control groups, the con-

sideration of alternative hypotheses, and the necessity to consider P(D/~H).

The likelihood and uncertainty section of the HCTA touches on many 

of the rational thinking concepts tapped in the Probabilistic and Statistical 

Reasoning subtest of the CART: the weighting of base rate information, 

regression to the mean, sample size, and sampling. However, the CART 

subtest measures several additional concepts such as probability-matching 

tendencies, the gambler’s fallacy, and consistent probability assessments.

The argument analysis section of the HCTA contains items somewhat 

like those popular in the informal reasoning literature (Klaczynski & Laval-

lee, 2005; Kuhn, 2007; Macpherson & Stanovich, 2007; Perkins, 1985; 

Toplak & Stanovich, 2003; Voss, Perkins, & Segal, 1991) and is most similar 

to the Argument Evaluation subtest of the CART. However, in the CART, 

the latter is used as an indicator of the avoidance of myside bias, whereas 

the argument analysis section of the HCTA assesses the ability to avoid a 

number of informal reasoning fallacies.

The verbal reasoning section of the HCTA assesses somewhat over-

lapping skills with the argument analysis section except that the former 

stresses more the verbal skills of precise interpretation of passages. There is 

nothing directly comparable on the CART to this section.
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Finally, the decision-making and problem-solving section of the HCTA 

(which receives the largest weighting of the five sections) presents real-life 

decision-making conundrums that are scored for the adequacy of the solu-

tion. The types of problems studied are similar to those in the wisdom lit-

erature (Baltes & Smith, 2008; Grossmann et al., 2013). There is nothing 

comparable on the CART, although it should be noted that the interpre-

tation of the responses on the problem-solving section of the HCTA are 

clearly open to a considerable amount of philosophical dispute. As will be 

discussed below, the normative appropriateness of responses on various 

heuristics and biases tasks has received wide discussion and has created 

substantial contention (Bishop & Trout, 2005; Cohen, 1981; Stein, 1996). 

It would be expected that such a discussion, and the relevant objections to 

the scoring principles involved, would be even greater on a measure such 

as the problem solving HCTA subsection.

In short, the HCTA does give reasonable coverage to many important 

areas of rational thinking. There is a considerable degree of overlap between 

the subtests of HCTA and the CART, although the CART is the more com-

prehensive measure. The CART contains many additional measures of 

rational thinking, such as tests of cognitive reflection, ratio bias, disjunc-

tive reasoning, the avoidance of anchoring affects, the avoidance of myside 

bias, the assessment of temporal discounting, financial literacy, numeracy, 

scientific reasoning, sensitivity to expected value, and more comprehensive 

measures of probabilistic reasoning.

The HCTA also does not contain an assessment of bodies of declarative 

knowledge that inhibit rational thinking such as superstitious thinking and 

dysfunctional personal beliefs, the rejection of antiscience attitudes, and the 

rejection of conspiracy beliefs. Finally, the CART also provides assessment 

of the supplementary thinking disposition measures mentioned above.

In addition to the A-DMC and the Halpern instrument, there have been 

numerous piecemeal efforts to develop small batteries of heuristics and 

biases tasks. Our early (Sá et al., 1999; Stanovich & West, 1998c, 1999, Kokis 

et al., 2002; Toplak & Stanovich, 2002) and later (Toplak et al., 2011; Toplak 

et al., 2014a, 2014b; West et al., 2008) efforts have been joined by several 

other studies of small collections of judgment and decision-making tasks 

(Cokely & Kelley, 2009; Klaczynski, 2001a, 2014; Koehler & James, 2010; 

Liberali et al., 2012; Oechssler, Roider, & Schmitz, 2009; Strough, Karns, & 

Schlosnagle, 2011; Teovanović et al., 2015). Although all of these studies 
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help to triangulate this important domain of cognition, none of these bat-

teries in the literature come close to the comprehensiveness of the CART.

Issues Affecting Observed Relationships with the CART

The relationships that we have reported among the CART subtests and 

between the CART total score and other variables are most certainly affected 

by the degree of variability in the samples of our many studies. That vari-

ability, compared to the general population, is substantially constricted, 

thus attenuating any correlations that are obtained. The majority of studies 

that we have discussed in this volume were run using university students 

as subjects. Broader samples were obtained for some of the studies that 

involved subjects from the Amazon Mechanical Turk. Community samples 

of adults were used in some other studies (Toplak, West, & Stanovich, 2016). 

However, for the latter studies, we often did not have cognitive ability indi-

cators, so that we could not assess the degree of variance of variables such 

as intelligence. Certainly, though, on many other variables such as age and 

socioeconomic status, the Mechanical Turk samples were more varied than 

those run in the university laboratories.

It is true that individuals with average and above average cognitive abil-

ity are considerably overrepresented in samples composed entirely of uni-

versity students. Although our samples are no doubt constricted compared 

to the general population, it may be that they are much more typical of 

the kinds of subjects who would actually be assessed using a fully devel-

oped and standardized CART. When not using university samples, research 

studies will most likely employ samples from the Internet similar to the 

Amazon Mechanical Turk samples that we have used here. Beyond research 

work, however, when our prototype test is developed into a more practical 

assessment device in the future, the populations on which it is used will 

also likely be similar to the samples we have reported in this volume. As 

we will now discuss, two different arenas where this test might be used as 

a practical real-life assessment device will also have marked restriction of 

range.

It is likely that universities will be interested in standardized versions of 

the CART so that they might assess whether their educational programs are 

increasing the rationality of students over time. That is, we fully expect a 

more well-developed version of the CART to take its place alongside other 
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measures that universities have used to operationalize the real-life effects of 

a college education on cognition and learning (universities already use sev-

eral critical thinking tests and assessment devices like the Collegiate Learn-

ing Assessment; see Arum & Roksa, 2011). The use of such a test near or at 

the end of university training would provide an assessment of whether stu-

dents have acquired a functional understanding of the tools of rationality 

that have been described in this volume. Thus, any use in this context will 

involve subjects much like those on which the test was developed.

Additionally, a fully developed and standardized CART might serve as 

an employee-assessment tool for many professional occupations such as 

the law and managerial decision making. Our earlier publications on the 

idea of a rational thinking test (Stanovich, 2009) spawned many inquiries 

from people in the fields of investing and finance. These inquiries were 

almost always from senior executives who wanted an assessment device 

that measured rational thought and good decision-making abilities among 

those they were hiring. And these individuals, of course, would be univer-

sity educated individuals, by and large, who would be at least as high in 

cognitive ability as the students who served as subjects in the bulk of our 

studies. So again, although our samples compared to a general population 

are range restricted, when compared to the likely groups who would be tak-

ing a fully developed version of the CART, our research samples are much 

more representative.

Of course, the restriction of range in our research samples would serve to 

attenuate any observed correlations. However, another aspect of our design 

might well have the effect of increasing correlations between CART subtests 

and other variables, particularly with cognitive ability. This is the fact that 

many of the tasks from the heuristics and biases literature that we adapted 

for the CART were originally designed using a between-subjects logic. That 

is, the bias or effect that the task illustrated was a bias that was demon-

strated across subjects in a between-subjects design. But such designs do 

not give an individual a specific score for the bias in question. Thus, many 

tasks in the CART (e.g., the Framing subtest, the Preference Anomalies sub-

test) had to be adapted into a within-subjects situation where a measure 

of the bias could be obtained for a particular subject. However, this might 

well have increased correlations with cognitive ability by signaling that an 

issue of consistency was at stake (high-ability subjects may be more likely 

to respond to the consistency cue).
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In a commentary on our early research on individual differences, Kahne-

man (2000) pointed out that the correlations observed may well have been 

inflated because most of the relevant studies used within-subjects designs, 

which contain cues signaling the necessity of heuristic system override (Bar-

tels, 2006; Fischhoff, Slovic, & Lichtenstein, 1979; Shafir, 1998). Stanovich 

and West (2008b) produced evidence that was at least somewhat consistent 

with this conjecture. For example, in within-subjects tests of outcome bias 

(Stanovich & West, 1998c) the appearance of the second item gives a pretty 

clear signal to the participant that there is an issue of consistency in their 

responses to the two different forms. The difficulty in the within-subjects 

version comes from the necessity of inhibiting the tendency to downgrade 

the decision in the negative-outcome condition, despite its having a better 

rationale than the positive-outcome decision.

Within-subjects framing paradigms have a similar logic. The appearance 

of the second problem signals that an issue of consistency is at stake. The 

modest cognitive ability associations that are generated by this task prob-

ably derive from lower-cognitive-ability participants who do not recognize 

the consistency issue or cannot suppress the attractiveness of an alternative 

response despite the threat to consistent responding that it represents. In 

contrast, there are no associations in between-subjects framing situations, 

as few people recognize that there is a conflict to be resolved between the 

framing situation presented and a potentially different response to an alter-

native framing.

The logic of conjunction effects problems like the Linda problem is simi-

lar (see chapter 5). Transparent, within-subjects versions are easier because 

they signal the conflict involved and the necessity for override. Such 

versions create at least modest associations with cognitive ability. In the 

between-subjects version, however, the association with cognitive ability is 

attenuated (Stanovich & West, 2008b).

The CART and the Great Rationality Debate

Researchers working in the heuristics and biases tradition tend to be 

so-called Meliorists (Stanovich, 1999, 2004). They assume that human rea-

soning is not as good as it could be, and that thinking could be improved. 

Thus, a Meliorist is one who feels that education and the provision of 

information could help make people more rational. This optimistic part of 
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the Meliorist message derives from the fact that Meliorists see a large gap 

between normative models of rational responding and descriptive models 

of what people actually do. Over the last several decades, an alternative 

interpretation of the findings from the heuristics and biases research pro-

gram has been championed. Contributing to this alternative interpretation 

have been philosophers, evolutionary psychologists, adaptationist model-

ers, and ecological theorists (Cohen, 1981; Cosmides & Tooby, 1996; Giger-

enzer, 2007; Oaksford & Chater, 2007, 2012; Todd & Gigerenzer, 2000). 

They have reinterpreted the modal response (the most common response) 

in most of the classic heuristics and biases experiments as indicating an 

optimal information-processing adaptation on the part of the subjects. This 

group of theorists—who argue that human rationality cannot be improved 

but is already maximized—have been termed the “Panglossians.” The Pan-

glossian theorists often argue either that the normative model being applied 

is not the appropriate one because the subject’s interpretation of the task is 

different from what the researcher assumes it is, or that the modal response 

in the task makes perfect sense from an evolutionary perspective. The con-

trasting positions of the Panglossians and Meliorists define the differing 

poles in what has been termed the “Great Rationality Debate” in cognitive 

science—the debate about how much irrationality to attribute to human 

cognition (Gigerenzer, 1996; Hahn & Harris, 2014; Kahneman & Tversky, 

1996; Kelman, 2011; Lee, 2006; Polonioli, 2015; Samuels & Stich, 2004; 

Stanovich, 1999, 2004; Stanovich & West, 2000; Stein, 1996).

A reconciliation of the views of the Panglossians and Meliorists is pos-

sible, however, if we take two scientific steps. First, we must consider data 

patterns long ignored in the heuristics and biases literature: individual 

differences on rational thinking tasks. Second, we must understand the 

empirical patterns obtained through the lens of the modified and updated 

dual process theory we outlined in part 1 of this book. We have argued 

(Stanovich & West, 2000) that the statistical distributions of the types of 

goals being pursued by Type 1 and Type 2 processing are different, and 

that important consequences for the pursuit of rationality follow from this 

fact. The greater evolutionary age of some of the mechanisms underlying 

Type 1 processing accounts for why it more closely tracks ancient evolu-

tionary goals (that is, the genes’ goals), whereas Type 2 processing instan-

tiates a more flexible goal hierarchy that is oriented toward maximizing 

overall goal satisfaction at the level of the whole organism. Because Type 
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2 processing is more attuned to the person’s needs as a coherent organism 

than is Type 1 processing, in the minority of cases where the outputs of the 

two systems conflict, people will often be better off if they can accomplish 

a system override of the Type 1–triggered output (the full argument is con-

tained in Stanovich, 2004).

Instances when there is a conflict between the responses primed by Type 

1 and Type 2 processing are thus interpreted as reflecting conflicts between 

two different types of optimization—fitness maximization at the subper-

sonal genetic level and utility maximization at the personal level. A fail-

ure to differentiate these interests is at the heart of the disputes between 

researchers working in the heuristics and biases tradition and their critics in 

the evolutionary psychology camp. First, it certainly must be said that the 

evolutionary psychologists are on to something with respect to the tasks 

they have analyzed, because in each case the adaptive response is the modal 

response in the task—the one most subjects give. However, the work we 

have been describing in this book has been homing in on a data pattern 

relevant to this discussion—a pattern of covariation and individual differ-

ences across these tasks. We have found, as numerous previous chapters 

illustrate, that cognitive ability often (but not always) dissociates from the 

response deemed adaptive on an evolutionary analysis (Stanovich & West, 

1998a, 1998c, 1999).

The evolutionary psychologists are probably correct that most Type 1 

processing is evolutionarily adaptive. Nevertheless, their evolutionary 

interpretations do not impeach the position of the heuristics and biases 

researchers that the alternative response given by the minority of sub-

jects is rational at the level of the individual. Subjects of higher analytic 

intelligence are simply more prone to override Type 1 processing in order 

to produce responses that are epistemically and instrumentally rational. 

This rapprochement between the two camps was introduced by Stanov-

ich (1999) and reinforced by Kahneman and Frederick (2002). Subsequent 

research has only further reinforced it (see, e.g., Kelman, 2011; Samuels & 

Stich, 2004; Stanovich, 2004, 2011).

Independent of this theoretical rapprochement, an additional fact is 

embarrassing for Panglossian critics who argue that heuristics and biases 

researchers have used the wrong normative models (such as Cohen, 1981): 

people most often retrospectively endorse the Bayesian and SEU norms that 

they violate (Koehler & James, 2009; Shafir, 1993, 1998; Shafir & Tversky, 
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1995; Tversky, 1996). In introducing the collection of Amos Tversky’s 

writings, Shafir (2003) stresses this very point: “The research showed that 

people’s judgments often violate basic normative principles. At the same 

time, it showed that they exhibit sensitivity to these principles’ norma-

tive appeal” (p. x). In short, when presented with a rational choice axiom 

that they have just violated in a choice situation, most subjects will actu-

ally endorse the axiom. That subjects endorse the strictures of rationality 

when presented with them explicitly suggests that they acknowledge the 

normative force of the axioms of rational choice. If people nevertheless 

make irrational choices despite consciously endorsing rational principles, 

this suggests that the ultimate cause of the irrational choices might reside 

in Type 1 processing and the miserly tendency not to override it with Type 

2 processing.

The practical import for the CART of these theoretical discussions in the 

Great Rationality Debate is that they are essentially debates about which 

answer to score as correct on certain tasks in the heuristics and biases litera-

ture. For all the reasons discussed in this section, we feel secure in the scor-

ing assumptions used for the heuristics and biases tasks in the CART. Note 

also that many of our subtest tasks were never the subject of controversy 

in any case (e.g., probabilistic numeracy, disjunctive reasoning, expected 

value, ratio bias, reflection versus intuition).

The CART Is Based on a Thin Rather Than a Broad Notion of Rationality

To think rationally means taking the appropriate action given one’s goals 

and beliefs, and holding beliefs that are commensurate with available 

evidence—but it also means adopting appropriate goals in the first place. 

Instrumental rationality covers the first of these (taking the appropriate 

action given one’s goals) and epistemic rationality covers the second (hold-

ing beliefs that are commensurate with available evidence), but the third 

factor (adopting appropriate goals in the first place) introduces a new issue. 

That issue is the distinction between a thin and broad conception of ratio-

nality. Political science theorist Jon Elster (1983) deems traditional views of 

instrumental rationality to be “thin” theories because the individual’s goals 

and beliefs are accepted as they are, and evaluation centers only on whether 

individuals are optimally satisfying desires given beliefs. Such views do not 

subject to evaluation the desires and goals being maximized.
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The strengths of the thin theory of instrumental rationality are well 

known. For example, if the conception of rationality is restricted to a thin 

theory, many powerful formalisms (such as the axioms of decision theory) 

are available to serve as normative standards for behavior. The weaknesses 

of the thin theory are equally well known. In not evaluating desires, a thin 

theory of rationality would be forced to say that Hitler was a rational per-

son as long as he acted in accordance with the basic axioms of choice as he 

went about fulfilling his grotesque desires. By failing to evaluate desires, a 

startlingly broad range of human behavior and cognition escapes the evalu-

ative net of the thin theory.

Developing a broad theory of rationality—one that encompasses a sub-

stantive critique of desires—has a cost, however. It means taking on some 

very difficult issues in philosophy and cognitive science. In previous writ-

ings (Stanovich, 2004, 2008, 2010, 2013), we have taken up some of the 

broader issues surrounding human judgment and decision making such 

as what goals are rational to pursue and when it is rational to be rational 

in the thin sense. We have argued that such questions implicate a kind of 

metarationality. Metarationality rises above the thin theory in assessing the 

content of the desires that are being pursued by instrumentally rational 

means. Despite the importance of such issues of broad rationality, they are 

not addressed by the CART because there are no standard paradigms for 

assessing metarationality skills.

The Structure of the CART

In previous chapters, we have reported data on the structure of the CART. 

Specifically, we have reported data on the interrelationships within the 

items of each of the subtests; we have reported data on the interrelations 

among the subtests themselves; and we have reported data on the relation-

ships with other indicators, such as intelligence and thinking dispositions 

with the CART total score and the CART subtest scores.

Regarding the internal structure of each subtest, the findings are quite 

variable. From Table 13.1 it can be seen that many of the subtests had 

unproblematic reliabilities—for example, all of the contaminated mindware 

subtests, all of the thinking disposition scales, and several other measures 

as well (such as the Ratio Bias subtest, Temporal Discounting subtest, and 
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Sensitivity to Expected Value subtest). One subtest (Preference Anomalies) 

had an extremely low reliability, as we have discussed.

Two very important subtests of the CART, the Probabilistic and Statistical 

Reasoning subtest and the Scientific Reasoning subtest, both had some-

what modest reliabilities (0.75 and 0.67, respectively), but we do not view 

these as problematic. This is because the constructs measured by these two 

subtests are probably best viewed as “formative,” rather than “reflective” 

(Bollen & Lennox, 1991; Jarvis et al., 2003). As Bollen and Lennox (1991) 

discuss, the direction of causality is from construct to measures in reflective 

models but from measures to construct in formative measurement models. 

In formative measurement models, indicators are defining characteristics 

of constructs, and changes in indicators cause changes in the construct. 

In the contrasting case of reflective models, indicators are manifestations 

of the construct, and changes in an indicator do not cause changes in the 

construct.

Furthermore, indicators in formative models do not necessarily share a 

common theme, but they do in the case of reflective models. In the latter, 

individual indicators are interchangeable and replaceable; in the former, 

they are not. A change in the level of an indicator in a formative model 

is not necessarily expected to be accompanied by changes in the levels of 

other indicators. By contrast, in a reflective model, a change in one indica-

tor should be accompanied by changes in others, because the change in one 

reflects some kind of change in the latent construct (for lists of differences 

in the two models, see Bollen & Lennox, 1991; Diamantopoulis & Winkl-

hofer, 2001; Jarvis et al., 2003; see Edwards, 2011, for a critique).

Bollen and Lennox (1991) discuss several examples of formative con-

cepts. For example, the concept of life stress has been defined by job loss, 

divorce, medical problems, and the recency of a death in the family. Such 

a concept is formative in that the measured variables define the construct 

rather than the measured variables being manifestations of a unitary latent 

variable. A change in one indicator of the formative construct “life stress”—

such as a recent death in the family—would not lead to the expectation 

that there would be commensurate changes in other indicators (such as 

divorce), as would be the case with a reflective construct. Diamantopoulis 

and Winklhofer (2001) cite several examples of formative constructs from 

the economics literature, including composite formative variables of eco-

nomic welfare, human development, and quality of life. Constructs such 
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as these have the same logic as other formative constructs in that a change 

in one indicator does not necessarily lead to the expectation of a change 

in another. The causal direction is from indicator to construct rather than 

from construct to indicator (as is the case with reflective models).

We believe that the Probabilistic Reasoning and Scientific Reasoning sub-

tests of the CART are both better viewed as measuring formative constructs 

rather than reflective ones. We do not think that either subtest reflects a 

unified core ability that is reflected on many different interchangeable 

indicators. Instead, we think that both domains are defined largely by the 

disparate set of skills and tasks that make up the subtest. As formative con-

structs, we would not expect them to have extremely high internal reliabil-

ity (Bollen & Lennox, 1991).

Even more generally, we believe that a formative approach is more 

appropriate for a multidimensional construct like rational thinking. Any 

global notion of rational thinking that is defined by the CART is surely a 

formative one, composed of very disparate elements that we would not 

necessarily expect to cohere because they are not the result of some unified 

latent concept of rational thought. Instead, the various components serve 

to define the global concept of rational thinking. However, the subtests of 

the CART themselves vary in that some are defined by reflective models 

(e.g., the Antiscientific Attitudes subtest) and others represent formative 

concepts (e.g., the Probabilistic Reasoning and Scientific Reasoning sub-

tests). Perhaps some (e.g., the Probabilistic Numeracy subtest) are difficult 

to classify according to this dichotomous scheme, which only serves to 

emphasize the hybrid nature of the CART.

These points about the structure of the test reinforce the general issue 

that the value of the CART is somewhat independent of what future 

research reveals about its ultimate structure. Specifically, there is no reason 

to expect a g factor of rational thinking analogous to the g factor found in 

intelligence research. Nor should we expect some structural parallel to the 

Gc/Gf structure of the Cattell–Horn–Carroll theory discussed in chapter 2. 

Although of course the structure of the subtests and the skills measured by 

the CART are important research questions, the usefulness of the rational 

thinking concept does not depend on there being a single-factor outcome 

to any structural investigation—or even a simple outcome. In chapter 3, we 

called attention to the fact that our own earlier suggestion of an analogy 

between a theory of rational thinking and the CHC theory of intelligence 
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suggests a process–content split that does not in fact carry over into the 

domain of rational thinking (and we have since explicitly abandoned our 

earlier terminology that suggested such an analogy). Heuristics and biases 

tasks will simply not cluster in the manner of the CHC theory because 

their underlying mental requirements are too diverse and too complex. We 

would not expect our rationality subscales to hang together in a particular 

predetermined structure because not only are different types of mindware 

involved in each but also, for many of the subtests, different types of miser-

liness are involved as well (default to Type 1 processing; serial associative 

cognition; override failure).

An oversimplified example will illustrate the point we wish to assert with 

respect to the CART. Imagine that highway safety researchers found that 

the following variables were causally associated with lifetime automobile 

accident frequency: braking skill; knowledge of the rules of the road; city 

driving skill; cornering skill; defensive driving; and a host of other relation-

ships. In short, these skills, collectively, define a construct called “overall 

driver skill.” Of course, we could ask these researchers whether driving skill 

is a g factor or whether it is really fifty separate little skills. But the point 

is that the outcome of the investigation of the structure of individual dif-

ferences in driving skill would have no effect on the conceptual definition 

of what driving skill is. It may have logistical implications for measure-

ment, however. Skills that are highly correlated might not all have to be 

assessed to get a good individual difference metric. But if they were all caus-

ally related to accident frequency, they would remain part of the concep-

tual definition of overall driver skill. If several components or measurement 

paradigms turn out to be highly correlated, that will make assessment more 

efficient and logistically easier—but it will not enhance or diminish the 

status of these components as aspects of overall driving skill. It is likewise 

with rational thinking. There is independent evidence in the literature of 

cognitive science that the components in table 4.1 form part of the concep-

tual definition of rational thought. In short, psychometric findings do not 

trump what cognitive scientists have found to be the conceptually essential 

features of rational thought and action.

The point that psychometric findings do not trump a concept that has 

theoretical or practical importance can be appreciated by simply looking at 

other emerging areas of cognitive science. Take, for example, the important 

area of children’s developing theory of mind (ToM; Goldman, 2006; Nichols 
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& Stich, 2003; Wellman, 2011; Wellman & Liu, 2004). Like rationality, ToM 

has been found to have a variety of subcomponents (Baron-Cohen, 1995), 

and there is, as yet, less than complete agreement in characterizing them 

(Goldman, 2006; Nichols & Stich, 2003). No g factor of ToM skills has yet 

been identified. The many laboratory tests of the construct remain impor-

tant for theoretical purposes, although they have yet to yield a psycho-

metric gold-standard standardized test. ToM has been linked to real-world 

outcomes such as school learning, but the causal nature of these links has 

not been established, nor have the links been unambiguously shown to be 

independent of intelligence. Despite the nascent status of the concept, it 

remains an essential one in cognitive science with great promise for practi-

cal impact in educational psychology.

All of this is not to deny that it would obviously be useful to know the 

structure of rational thinking skills from a psychometric point of view. Our 

research group has contributed to clarifying that structure. However, we 

want to spur efforts at assessing components of rational thought, and in 

this early stage of the endeavor we do not want the effort to be impeded by 

protests that the concept cannot exist because its psychometric structure is 

uncertain. That structure will become clarified only once our call for greater 

attention to the measurement of this domain is heeded. We should not shy 

away from measuring something because of lack of knowledge of the full 

structure of its domain.

If our point here seems to have a “doth protest too much” quality, it may 

be because in speaking and writing about the issue of measuring rational 

thought we are often met with what we feel is a quite baffling question 

that goes, roughly, as follows: “Well, it’s unlikely that you’ll get a g factor of 

rationality isn’t it? So how can you measure rational thinking?” We admit 

to being baffled by the implication here that we can only measure things 

that result in tight general factors. But for some reason the question keeps 

coming up in the rationality domain, perhaps because of linkages to the 

Aristotelian, soul-like connotations of the term “rationality” that we dis-

cussed in chapter 1. In any case, people seem to be leery about measuring it 

in a messy way and seem to want some pristine concept to arise from stud-

ies of rationality. They seem unsatisfied by our insistence that the concept 

and its measurement is bound to be multifarious and that its structure will 

probably end up being quite complex. 
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What’s Missing from the CART?

Of course, our focus in this book has been on defining the CART in terms of 

content—in showing what we would choose to include in a comprehensive 

assessment of rational thinking. The CART is not, obviously, a completed 

instrument ready for practical use. Instead, it is a demonstration of a con-

cept. It is clearly the case that much more psychometric work, as well as 

more comprehensive standardization, is needed in order to make the CART 

a practically usable instrument. Nevertheless, although much work remains 

to be done, we would argue that in this book we have taken a major step 

toward operationally defining what comprehensive rationality assessment 

would look like. In the remainder of this section, we will discuss some of 

the content decisions we made in constructing the CART and also touch on 

some domains and tasks that we omitted from the test.

As we have argued throughout, the CART is the most comprehensive 

device for measuring rational thinking that currently exists. Nevertheless, 

this does not mean that it provides an exhaustive assessment. Although 

our full-form measure has twenty subtests, there are still some tasks and 

biases from the heuristics and biases literature that have been left out. We 

have tried to make judicious choices in what to include and exclude from 

the CART. Often, our choices were dictated by the logistical constraints of 

aiming for a test that could be completed in two to four hours (full-form) 

and one to two hours (short-form). In this section, we will briefly discuss 

some of the inclusionary and exclusionary choices that we made, particu-

larly the latter.

Many tests were left out of the final version of the CART because they 

were simply redundant with components that were easier to administer. 

For example, the set of tasks we used to measure the avoidance of miserly 

information processing (see table 4.1) could have been greatly expanded, 

but the four tasks that we used seem to provide a fairly wide coverage of 

this processing tendency. We did pilot test tasks that measured other types 

of attribute substitution (see Kahneman & Frederick, 2002), such as the ten-

dency to substitute an affective reaction for more difficult task cues (studied 

by Slovic 2007; Slovic & Peters, 2006). We developed a task (see Stanovich 

& West, 2008b) based on the idea that judgments about the risks and ben-

efits of various activities and technologies derive not from separable knowl-

edge sources relevant to risk and benefit but from a common source—affect 
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(Slovic & Peters, 2006). Evidence for this conjecture derives from the find-

ing that ratings of risk and reward are negatively correlated, both across 

activities within participants and across participants within activities (Finu-

cane, Alhakami, Slovic, & Johnson, 2000). When something is rated as 

having high benefits it tends to be seen as having low risk, and when some-

thing is rated as having high risk it tends to be seen as having low benefits. 

Finucane et al. (2000) argued that such a finding is nonnormative because 

the risk/benefit relationship is most likely positive in a natural ecology. We 

found reliable individual differences in the nonnormative tendency to view 

risk and reward as negatively correlated (Stanovich & West, 2008b), but this 

task was deemed redundant given what was already included in the CART.

We made a similar decision with respect to including Wason’s (1960; see 

Evans, in press) famous 2–4–6 task in the Scientific Reasoning subtest. In 

this task, the subject is told that the experimenter has a rule in mind that 

classifies sets of three integers (triplets) and is also told that 2–4–6 con-

forms to the rule. The subject is then asked to propose the next sequence 

of triplets and, when they do, the experimenter tells him or her whether 

their triplet conforms to the rule. Subjects continue proposing triplets and 

receiving feedback until they think they have figured out what the experi-

menter’s rule is, at which time they should announce what they think the 

rule is. Although it is a famous task (see Evans, 1989, 2007a, in press; Evans 

& Over, 1996; Gale & Ball, 2006; Klayman & Ha, 1987; Poletiek, 2001), we 

omitted it from the Scientific Reasoning subtest because it is cumbersome 

to administer given the current format of the CART.

Some tasks were considered but ultimately rejected because we were 

unable to come up with a logistically tractable within-subjects version (a 

version that would measure the bias for an individual subject rather than as 

a group trend). This was a major issue in the measurement of myside bias. 

Although the literature is full of convincing between-subjects demonstra-

tions of this bias (see Stanovich, West, & Toplak, 2013), we found it very 

difficult to turn many of the tasks in the literature into within-subjects 

versions appropriate for an assessment device. That is why we ended up 

using the Argument Evaluation subtest—a fairly old task of our own (Sta-

novich & West, 1997) that is probably an imperfect measure of the con-

struct. Although it is a bit difficult to score, it turned out to be the only 

within-subjects measure in which we had confidence.
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This logistical consideration led us to exclude several other tasks that 

we would have liked to have included. Often, the difficulty of constructing 

within-subjects versions also went along with a particular task being too 

long to include in a battery composed of many other tasks. We addition-

ally chose not to use tasks that required the subject to return to the lab at a 

later date for the second part of a particular assessment. Had we done this 

with several of our tasks, the CART would have become (with its already 

large number of subtests) too difficult to administer in practice. Logistical 

considerations such as these, often combined with the issue of redundancy, 

were enough to dissuade us from including certain measures.

One thinking skill that is not redundant with other components of the 

test and that we greatly regret not including was a measure of the ability 

to avoid affective forecasting errors. Affective forecasting refers to our abil-

ity to predict what will make us happy in the future; people turn out to be 

surprisingly poor at such predictions (Gilbert, 2006; Hsee & Hastie, 2006; 

Kahneman, Krueger, Schkade, Schwarz, & Stone, 2006; Meyvis, Ratner, & 

Levav, 2010; Wilson et al., 2000; Wilson & Gilbert, 2005). A typical para-

digm used to study hedonic prediction might involve asking participants to 

think about an impending event that will have either a desirable or undesir-

able outcome for them. They are asked to predict the influence that each of 

these outcomes would have on their overall level of happiness at a time in 

the future. Subsequently, once the event is known and at that future time, 

the participants are asked to rate their overall level of happiness.

One source of affective forecasting errors is focal bias. Researchers in the 

affective forecasting literature have theorized specifically about focalism 

interfering with hedonic predictions (“predictors pay too much attention 

to the central event and overlook context events,” Hsee & Hastie, 2006, p. 

31). Despite the importance of the affective forecasting skill, we did not 

include it in the CART because deriving within-subjects indices from the 

paradigms in that literature is difficult. Additionally, many paradigms in 

the literature involve some time lapse between the hedonic prediction and 

the target event that will cause the hedonic response, which therefore can-

not be assessed in a single testing session.

Although we have done research on the bias blind spot (West, Meserve, 

& Stanovich, 2012), we have chosen not to include a measure of this effect 

in the CART. Explored in an important paper by Pronin, Lin, and Ross 

(2002), the bias blind spot is the label for the finding that it is relatively 
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easy for people to recognize bias in the decisions of others, but it is diffi-

cult to detect bias in their own judgments. Pronin (2006) discussed various 

explanations for the bias blind spot, including naïve realism, overreliance 

on introspective evidence of one’s own biases, and the possibility that it is 

a self-enhancing bias (see Scopelliti et al., 2015).

As opposed to the emphasis on domains related to social comparisons in 

past work on the bias blind spot, we found bias blind spots to be connected 

to some of the most well-known effects from the heuristics and biases lit-

erature: outcome bias, base-rate neglect, framing bias, conjunction fallacy, 

anchoring bias, and myside bias (West et al., 2012). Most cognitive biases in 

the heuristics and biases literature are negatively correlated with cognitive 

sophistication, whether the latter is indexed by development, by cognitive 

ability, or by thinking dispositions (i.e., biases decrease as cognitive sophis-

tication increases, see Toplak et al., 2014b). This was not true for any of the 

bias blind spots we studied. We found that none of these bias blind spots 

were attenuated by measures of cognitive sophistication such as cognitive 

ability or thinking dispositions related to bias. If anything, a larger bias 

blind spot was associated with higher cognitive ability.

With respect to other effects in the psychology of reasoning, we have 

argued elsewhere that correlations with cognitive ability are a partially 

diagnostic pointer to the rationality of responses (Stanovich, 1999; 2004, 

2011; Stanovich & West, 1999, 2000; Stanovich, West, & Toplak, 2012). If 

so, then these findings indicate a reinterpretation of the bias blind spot as 

an efficacious processing strategy rather than its more common interpreta-

tion as a processing flaw (see West et al., 2012, for the full argument). These 

uncertainties surrounding the bias blind spot have led us to avoid including 

it in the CART.

One task we have done research with but decided not to use in the CART 

was the Iowa Gambling Task (IGT) introduced by Bechara et al. (1994), 

which was discussed in chapter 11. Several groups of people with problems 

of behavioral regulation (gamblers, people with various forms of addiction, 

students with conduct disorders) perform poorly on the IGT despite having 

average intelligence (Brevers, Bechara, Cleeremans, & Noel, 2013; Mukher-

jee & Kable, 2014; Petry, Bickel, & Arnett, 1998; Stanovich, Grunewald, & 

West, 2003; Toplak et al., 2010; Yechiam et al., 2008).

Despite the popularity of the IGT in the literature, we decided not to 

include it in the CART for a variety of reasons. First of all, like some of the 
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other excluded tasks we discussed above, the IGT takes a fairly long time 

to administer and involves fairly tricky administration procedures. More 

importantly, in a study of problem gamblers (Toplak et al., 2007), we found 

that a questionnaire method (an alexithymia scale) of assessing the same 

emotional regulation problems that the IGT does was a more potent pre-

dictor of pathological gambling than the IGT itself. The measure of alexi-

thymia we used in that study was very similar to the Differentiation of 

Emotions scale in the battery of thinking dispositions that are contained 

in the CART.

Finally, there is the issue of whether the IGT should be viewed as an indi-

cator of an underlying problem that sometimes results in irrational behavior, 

or whether it is a measure of rationality itself. If we attempt to view it as 

the latter, then the way that the IGT was constructed seems problematic. 

This is because the IGT was deliberately designed so that the large rewards 

in decks A and B will be overwhelmed by infrequent but large penalties 

(thus resulting in a negative expected value). As Loewenstein, Weber, Hsee, 

and Welch (2001) point out, it would be easy to design an experiment with 

the opposite payoff structure—where the risky choices had a higher payoff 

(Shiv, Loewenstein, Bechara, Damasio, & Damasio, 2005). Indeed, there are 

real-world examples of just this structure. For example, stocks are riskier 

than bonds on a short-term basis, but they tend to outperform bonds in 

the longer term. It is an open question which structure (positive expected 

value being associated with large variance or negative expected value being 

associated with large variance) is more common in the real world.

It is also an empirical question whether such a reversal of payoffs would 

be tracked by the same subjects who maximized expected value in the stan-

dard version. In a sense, the IGT is just a particular instance of an environ-

ment in which subjects have to implicitly calculate expected value. Because 

we already have an Expected Value subtest in the CART, using the IGT for 

this purpose seems superfluous. Alternatively, if it is viewed as a measure 

of emotional regulation, then it is somewhat redundant with the Differen-

tiation of Emotions scale included in the CART’s supplemental thinking 

dispositions scales.

In earlier taxonomies of rational thinking tasks that we have published 

(Stanovich, West, & Toplak, 2011a), we have included unrealistic optimism 

(Weinstein, 1980) and self-perception biases as domains of contaminated 

mindware. We did not include measures of unrealistic optimism in the final 
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version of the CART because we think that the normative status of perfor-

mance on such measures is still in dispute (Hahn & Harris, 2014), that the 

development of the concept itself is still undergoing refinement (Shepperd, 

Klein, Waters & Weinstein, 2013; Shepperd, Waters, Weinstein, & Klein, 

2015), and that, in some real-world environments, at least moderate levels 

of unrealistic optimism appear to be efficacious (Sharot, 2011). It is quite 

possible that the efficaciousness of the tendency toward unrealistic opti-

mism is an inverted U function, more like the thinking dispositions on the 

CART, rather than the various contaminated mindware domains that we 

have included. Although there are some specific experimental paradigms 

that clearly seem to indicate inefficacious unrealistic optimism (Simmons 

& Massey, 2012), these paradigms are logistically impossible for use in the 

CART because, like many affective forecasting paradigms, they involve 

measurement of the outcome of future events.

These are just a few of the tasks that we chose not to include in the 

CART. Clearly we cannot discuss in depth every task we decided not to 

include. Suffice it to say that it was most often the case that the task was 

either redundant with things we were already measuring, or, if it was not 

redundant, we deemed it too costly in terms of the amount of testing time 

and logistical difficulty.

Caveats on the Present State of the CART

We believe that the CART is unique in its comprehensiveness and theo-

retical grounding as a measure of rational thinking. Nevertheless, what we 

have presented in this volume is a prototype, or beta version, of such a test. 

It should be an excellent instrument for research use, but for other applica-

tions it will need further development. In this section, we will outline some 

of the caveats involved in using the test in its present form.

First, certain CART subtests depend on the Euro-American cultural con-

text in which they were developed. For example, the Financial Literacy and 

Economic Knowledge subtest depends on knowledge of specific sociocul-

tural domains (investment and banking) that vary from nation to nation. 

The items on this subtest concern domains that may be fairly specific to 

Europe and North America, particularly the latter. For example, individual 

retirement accounts differ in logic and name from country to country even 
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within the Western world, as do mortgages. In short, we would not expect 

such a subtest to be understandable for a test-taker in Indonesia.

It is likewise with subtests such as the Superstitious Thinking subtest and 

Conspiracy Beliefs subtest. Both of these may contain content that would 

not be applicable outside Europe or North America. Indeed, some of the 

items may well need adaptation for anywhere outside the United States 

and Canada. Many superstitions and conspiracy beliefs are highly cultur-

ally specific, and thus subtests of this type would need adaptation when 

used outside of their environments of creation. The CART16 would be a 

better choice in such environments (or the 38-point two-subtest version).

In chapters 12 and 13 we reported that the CART total score on both 

the short-form and the full-form displays a sex difference—males tend to 

outperform females. In both of those chapters, we discussed how this dif-

ference was much larger on subtests that implicate numeracy skills (the 

Probabilistic and Statistical Reasoning subtest, the Reflection versus Intu-

ition subtest, the Ratio Bias subtest, the Probabilistic Numeracy subtest, the 

Financial Literacy subtest, and the Sensitivity to Expected Value subtest), as 

well as the Dysfunctional Personal Beliefs subtest.1 

As we outlined in the preface, our intent was to explore the operational-

ization of the concept of rational thinking and ground that operationaliza-

tion in a specific assessment device. As we pointed out there, we did not 

select items with an attempt to minimize sex differences, nor did we let 

an item or a subtest’s correlation with intelligence determine our choice 

of content. The content was derived from our reading of the empirical lit-

erature on the operationalization of rationality in cognitive science. Our 

purpose was to elaborate and operationalize the concept of rationality—

without giving intelligence pride of place and without imposing statistical 

restrictions such as the absence of sex differences. Our prototype measure 

should be viewed as an attempt to establish concept. As the CART is devel-

oped further for other practical purposes, other issues (such as sex differ-

ences) may indeed come to the fore, but we did not want them to dominate 

either our conceptualization or our operational choices.

Empirically, in the studies reported in chapters 12 and 13, the CART 

total score correlated with intelligence at the level 0.50 (short form in RT59) 

and 0.69 (full form in RT60). But as we argued in the preface, we were quite 

prepared for that relationship to be of any magnitude. Indeed, we imag-

ined a situation in which future research showed that a latent measure of 
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intelligence correlated perfectly with the CART total score. We are quite 

prepared to live with that outcome. It would then just become an empirical 

fact that individual differences in rationality could be perfectly predicted 

from an intelligence test. One could then measure intelligence with our test!

That would probably be a positive thing in a society of the future, since 

our test would have much more face validity than most conventional intel-

ligence tests, including the SAT (Frey & Detterman, 2004). Indeed the new 

director of the College Board, David Coleman, is portrayed as being greatly 

concerned that a redesigned SAT have more content validity and face valid-

ity (Balf, 2014). In the past, technical criteria determined the test items, 

leading to the presence of the infamous obscure vocabulary words with 

statistical properties that pleased the psychometricians but that turned off 

the public because of their lack of face validity. Coleman is described as 

attempting to relax these psychometric requirements in favor of content 

that would have credibility with the public (Balf, 2014). The CART has 

fewer such problems. The fact that we have included measures saturated 

with specific knowledge domains that are relevant to everyday life, such as 

financial literacy, make the CART more relevant to real life.

The CART also derives content validity from the fact that it is focused on 

our best measures of how well people think rationally about what to do and 

what is true (the instrumental and epistemic aspects of rational thought). 

As will be seen in chapter 15, each of the components of our test has been 

linked to a real-world outcome by at least some research in the literature.

Moving on to other caveats, in previous chapters, we have drawn atten-

tion to various subtests that might be contaminated by social desirability 

and impression management. This is not the case for most of the CART 

because the majority of subtests are performance subtests. Nevertheless, 

there are a small set of measures whose interpretation is slightly obscured 

by impression management issues. Specifically, the Superstitious Think-

ing subtest has shown significant but small (absolute magnitude of 0.15 

in study RT60) correlations with impression management scales, and the 

Dysfunctional Personal Beliefs subtest has shown even higher correlations 

(0.25 in RT60). Two of the thinking disposition scales, Deliberative Think-

ing and the Differentiation of Emotions, also had positive correlations with 

impression management, particularly the latter.

Sixteen of the twenty subtests in the full-form CART are performance 

measures, and only four are self-report questionnaire measures. We will just 
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repeat briefly the caveat that we mentioned in earlier chapters: the thinking 

dispositions are indeed self-report questionnaire measures, but they are not 

part of the regular CART scoring.

It is nonetheless true that the four contaminated mindware measures 

are indeed measured in a questionnaire format that would make them easy 

to prep for if the contents of the test were known in advance. They are 

most definitely different from the rest of the CART subtests in that respect. 

Nevertheless, here we are getting to the general issue of the susceptibility 

of the CART to coaching effects. We have already noted that the thinking 

dispositions measured by self-reports might be problematic in this respect. 

But they are not formal parts of the CART total score. Many other dimen-

sions of the CART—such as the tendency toward miserly processing and 

the tendency to be affected by irrelevant context—are much less subject to 

the criticism that they could be coached. In fact, most of the other domains 

assessed on the test (probabilistic and scientific reasoning, argument evalu-

ation, overconfidence, etc.) would likewise be less subject to nonefficacious 

coaching effects.

What we mean by nonefficacious coaching effects needs to be explained, 

and we will do so by way of an analogy to the controversy about “teach-

ing to the test” in education. The practice of “teaching to the test” is a bad 

thing when it raises test performance without truly affecting the general 

skills being assessed. If a teacher learns that a statewide history assessment 

will contain many questions on the Great Depression and concentrates on 

that during class time to the exclusion of other important topics, then the 

teacher has perhaps increased the probability of a good score on this par-

ticular test, but has not facilitated more general historical knowledge. This 

is nonefficacious coaching. But in education, not all coaching in anticipa-

tion of assessments is of this type. Early reading skills provide the con-

trast to assessments of history knowledge. Imagine that teachers knew of 

the appearance of subtests measuring word-decoding skills (letter-sound 

knowledge and phonemic awareness) on a statewide early reading test and 

“taught to” that test. In this case, the teachers would in fact be teaching 

the key generalizable skills of early reading (see Hulme & Snowling, 2013; 

Stanovich, 2000). They would be teaching the most fundamental processes 

underpinning reading development. This would be efficacious “teaching to 

the test.”
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The point here is that the coachability of a skill does not necessarily 

undermine the rationale for including the skill in an assessment. To put 

it colloquially, some “coaching” is little more than providing “tricks” that 

lift assessment scores without really changing the underlying skill, whereas 

other types of coaching result in changes in the underlying skill itself. There 

is no reason to consider the latter type of coaching a bad thing and thus 

no reason to consider an assessment domain to be necessarily problematic 

because it is coachable. Thus, it is important to realize that many rational 

thinking domains may be of the latter type—that is, amenable to what we 

might call “virtuous coaching.” If a person has been “coached” to always 

see the relevance of base rates, to always explore all of the disjunctive possi-

bilities, to routinely reframe decisions, to consider sample size, to see event 

spaces, and to see the relevance of probabilistic thinking—then one has 

increased rational thinking skills and tendencies. If the existence of rational 

thinking assessment devices such as the CART spawns such coaching, then 

this can be nothing but a good thing for society.

In short, we agree that coaching people on what is considered the proper 

response to the contaminated mindware subtests would be easy and would 

represent inefficacious coaching in that it would not actually alter supersti-

tious thinking or antiscience tendencies. But most of the rest of the CART 

(with the exception of the thinking dispositions, which are not part of the 

total score) is not subject to easy and inefficacious coaching of this type.
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Thinking Test
Chapter  15
Social  and  Practical  Implications

We believe that as a research instrument, the CART is currently the pre-

miere comprehensive measure of rational thinking. As a practical instru-

ment, as an assessment and selection device, it is more a proof of concept. 

For that purpose, it will need more development, as we described in the 

previous chapter.

The CART Subtests and Real-World Outcomes

As discussed in detail in chapter 14, there is a trade-off between comprehen-

siveness and logistics in constructing any test, and that certainly applies to 

the CART. More components could be assessed if the test were lengthened. 

We have never claimed exhaustiveness for our set of components. We do 

claim, though, that to be globally rational in our modern society one must 

have the behavioral tendencies and knowledge bases listed in table 4.1 to a 

sufficient degree. Our society is sometimes benign, and maximal rational-

ity is not always necessary to navigate it well; but sometimes, in important 

situations, our society is hostile (more on this below). In such hostile situ-

ations, to achieve adequate degrees of instrumental rationality in our pres-

ent society, the skills assessed by the CART are essential.

A reasonable amount of research has already been conducted linking 

rational thinking tendencies to real-life decision making (Baron, Bazer-

man, & Shonk, 2006; Bruine de Bruin et al., 2007; Camerer, 2000; Fen-

ton-O’Creevy, et al., 2003; Hilton, 2003; Milkman, Rogers, & Bazerman, 

2008; Parker et al., 2015; Thaler, 2015; Thaler & Sunstein, 2008). The think-

ing skills assessed by the CART have been linked to real-life outcomes, as 

is illustrated in table 15.1. In that table, for each of the paradigms and 

subtests of the CART, an association with a real-life outcome is indicated. 
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Table 15.1
Association between aspects of rational thought assessed in the CART and real-world 

outcomes

CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Probabilistic 
and Statistical 
Reasoning

Proper use of 
base rates

Koehler, 
Brenner, & 
Griffin (2002)

In studies of medical 
personnel, lawyers, 
stockbrokers, 
sportswriters, economists, 
and meteorologists, the 
authors concluded that 
the base rate likelihood 
was a “major predictor of 
miscalibration in experts’ 
everyday judgments”  
(p. 714).

Consistent 
probability 
judgments

Kramer & 
Gigerenzer 
(2005)

Newspapers regularly 
confuse p(outcome B/
outcome A) with 
p(outcome A/outcome B).

Importance of 
sample size

Tversky & 
Kahneman 
(1971)

Researchers run 
experiments of 
insufficient power 
because of the failure to 
fully appreciate the 
importance of sample 
size.

Recognizing 
biased and 
unbiased 
samples

Wainer (1993) Failure to recognize the 
importance of selection 
effects leads media 
commentators to 
misinterpret the 
implications of state-level 
SAT test scores.

Resistance to 
gambler’s 
fallacy

Sundali & 
Croson (2006)

Actual gamblers 
videotaped in a casino 
displayed the gambler’s 
fallacy.

Resistance to 
gambler’s 
fallacy

Xu & Harvey 
(2014)

An analysis of 565,915 
online sports bets 
revealed the existence of 
the gambler’s fallacy.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Resistance to 
gambler’s 
fallacy and the 
hot hand

Dohmen, Falk, 
Huffman, 
Marklein, & 
Sunde (2009)

Failure to resist the 
gambler’s fallacy was 
related to overdrawing 
bank accounts.

Use of chance 
in explanatory 
frameworks; 
understanding 
random 
processes

Wagenaar 
(1988); Malkiel 
(2015)

Problem gamblers resist 
chance as an explanation 
of patterns they see in 
events; stock market 
investors mistakenly 
think that they can “beat 
the market” because they 
fail to appreciate the role 
of chance.

Appreciating 
the limits of 
single-case 
evidence in 
conflict with 
base rates

Lilienfeld 
(2007); Dawes 
(1994); Baker, 
McFall, & 
Shoham (2009); 
Cunningham 
et al. (2009)

Clinical psychologists 
continue to ignore more 
valid actuarial evidence 
in favor of personal 
experience and so-called 
clinical intuition. 
Educators based bullying-
prevention program 
choices on the reports of 
educators from other 
schools rather than on 
scientific evidence.

Understanding 
regression 
effects

Toplak, Liu, 
Macpherson, 
Toneatto, & 
Stanovich 
(2007)

Problem gamblers were 
less able to recognize 
situations with the 
potential for regression 
effects.

Base rate 
neglect

Garcia-
Retamero & 
Hoffrage 
(2013); 
Gigerenzer, 
Hoffrage, & 
Ebert (1998)

Qualified doctors have 
been found to misuse 
base rates. AIDS 
counseling often ignores 
the implications of base 
rates.
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CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Scientific 
Reasoning

Scientific 
control 
concepts; causal 
variable 
isolation; 
control group 
necessity

Offit (2008); 
Pashler, 
McDaniel, 
Rohrer, & Bjork 
(2009)

Bogus autism treatments 
such as facilitated 
communication 
proliferated because of a 
failure to appreciate the 
necessity of scientific 
control; unproven 
educational fads such as 
“learning styles” persist 
because they are not 
subjected to test by true 
experimental control.

Diagnostic 
hypothesis 
testing

Groopman 
(2007); 
Croskerry 
(2009a, 2009b); 
Lilienfeld 
(2007); Baker, 
McFall, & 
Shoham (2009)

Physicians and clinical 
psychologists fail to 
engage in diagnostic 
hypothesis testing.

Sensitivity to 
P(D/~H)

Kern & 
Doherty (1982)

Medical students failed to 
choose disease symptom 
information that would 
allow calculation of a 
likelihood ratio.

Diagnostic 
covariation 
judgment

Chapman & 
Chapman 
(1969)

Clinicians perceive 
connections between 
Rorschach responses and 
diagnoses that are not 
present.

Covariation 
detection free 
of belief bias; 
avoidance of 
illusory 
correlations

King & Koehler 
(2000); 
Gilovich & 
Savitsky (2002)

Belief in pseudosciences 
such as graphology and 
astrology is fostered by 
the phenomenon of 
illusory correlation.
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CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Difference 
between 
correlation and 
causation; 
recognizing 
spurious 
correlation

Baumeister, 
Campbell, 
Krueger, & 
Vohs (2003)

Educators have based 
many programs on the 
assumption that high 
self-esteem leads to better 
achievement when the 
direction of cause, if it 
exists at all, is the 
opposite.

Understanding 
falsifiability as 
a context for 
confirmation; 
thinking of the 
alternative 
hypothesis

Wood, 
Nezworski, 
Lilienfeld, & 
Garb (2003); 
McHugh (2008)

Spurious associations are 
common in Rorschach 
interpretation, and 
pseudosciences such as 
recovered memory are 
maintained through 
unfalsifiable arguments.

Appreciation of 
converging 
evidence

Begley (2007); 
Jordan (2007); 
Nijhuis (2008)

The failure to appreciate 
the principle of 
converging evidence 
contributes to the denial 
of the evidence 
suggesting human-caused 
global warming.

Reflection 
Versus Intuition

Impulsivity 
scale; Matching 
Familiar Figures 
Test

Toplak, Liu, 
Macpherson, 
Toneatto, & 
Stanovich 
(2007)

Problem gamblers are 
higher than control 
groups on measures of 
impulsivity and lower on 
measures of reflectivity.

Frederick’s 
Cognitive 
Reflection Test

Gervais (2015); 
Calvillo & 
Burgeno (2015)

Reflective answers 
predicted counterintuitive 
beliefs such as belief in 
evolution and economic 
maximizing.

Frederick’s 
Cognitive 
Reflection Test

Juanchich, 
Dewberry, 
Sirota, & 
Narendran 
(2016)

Cognitive reflection 
predicted fewer negative 
decision outcomes on an 
inventory of 41 life 
outcomes, including risk 
behaviors.
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CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Frederick’s 
Cognitive 
Reflection Test

Barr et al. 
(2015)

Lower cognitive 
reflection was associated 
with reliance on 
smartphones as opposed 
to thinking.

Frederick’s 
Cognitive 
Reflection Test

Moritz et al. 
(2013)

High cognitive reflection 
was associated with the 
choice of economically 
maximizing strategies in 
a market environment.

Frederick’s 
Cognitive 
Reflection Test

Graffeo, 
Polonio, & 
Bonini (2015)

Higher cognitive 
reflection scores 
associated with better 
consumer choices.

Belief Bias in 
Syllogistic 
Reasoning

Mock jury 
paradigm

Hastie & 
Pennington 
(2000)

Jurors use prior 
knowledge in 
constructing narratives of 
a legal case even when 
instructed not to do so.

Belief bias 
paradigm

Toplak, West, & 
Stanovich 
(2016)

High belief bias 
associated with high-risk 
real-world choices in 
personal finance, 
gambling, and drug use.

Belief bias 
paradigm

Fletcher, Marks, 
& Hine (2012)

High belief bias 
associated with 
endorsement of 
superstitious attitudes.

Ratio Bias Size of 
denominator

Pinto-Prades, 
Martinez-Perez, 
& Abellán-
Perpiñán 
(2006)

Utilities of medical risks 
were judged significantly 
higher when risk 
information was framed 
using 1,000 instead of 
100 as a denominator.

Items similar to 
CART subtest

Låg et al. 
(2014)

Avoiding ratio bias was 
associated with 
understanding medical 
trade-offs and medical 
data interpretation.
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CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Disjunctive 
Reasoning

Exhaustive 
enumeration

Johnson, 
Hershey, 
Meszaros, & 
Kunreuther 
(2000)

Flight passengers 
mispriced insurance for 
component risks by not 
thinking disjunctively 
about the components.

Exhaustive 
enumeration

Redelmeier & 
Shafir (1995)

Making more treatment 
options available to a 
physician made it more 
likely, not less, that they 
would refer a patient to a 
specialist.

Avoidance of 
Anchoring

Irrelevant 
anchoring 
paradigms

Stewart (2009); 
Northcraft & 
Neale (1987)

The size of minimum 
payment requirements 
affects the size of the 
partial payment of credit 
card debt. The evaluation 
of home values by real 
estate agents is affected 
by the listing price.

Archival data Bucchianeri & 
Minson (2013)

Overpricing leads to 
higher home sales prices.

Avoidance of 
Framing

Framing 
paradigms

Hilton (2003); 
Camerer (2000)

Professional stock market 
traders overweight 
single-day losing 
positions; generally, 
traders sell losing 
positions too rarely and 
sell winning positions 
too often.

Framing 
paradigms

Belton, 
Thomson, & 
Dhami (2014)

Lawyers more likely to 
settle cases out of court 
when they are in a gain 
frame than when they 
are in a lose frame.

Table 15.1 (continued)



304  Chapter 15

CART Subtest

Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Avoidance of 
Preference 
Anomalies

Outcome bias 
paradigms; 
status quo bias; 
endowment 
effects

Johnson et al. 
(2000); 
Samuelson & 
Zeckhauser 
(1988); 
Johnson & 
Goldstein 
(2006); Thaler 
& Benartzi 
(2004)

Insurance purchase 
decisions as well as utility 
purchases have been 
shown to be influenced 
by status quo biases; 
organ donations are 
higher in countries with 
presumed consent; 
default values strongly 
affect pension investment 
choices.

Preferences in 
line with SEU 
axioms

Bruine de Bruin 
et al. (2007)

Properly applying basic 
rules of choice was 
inversely related to a 
Decision Outcomes 
Inventory of 41 negative 
outcomes such as loan 
default and drunk 
driving.

Part D drug 
plan switches

Abaluck & 
Gruber (2011)

Actual Part D Medicare 
choices violated the 
dominance principle of 
rational choice theory.

Frequency 
versus 
probability 
formats

Slovic, 
Monahan, & 
MacGregor 
(2000); Wu & 
Weseley (2013)

Risks were judged to be 
higher in a frequency 
format (10 out 100) than 
in a probability format 
(10%); Frequency 
information was more 
effective than probability 
format information to 
discourage adolescents 
from cell phone use 
while driving.

Dollar versus 
percentage 
formats

Nelson & Rupar 
(2015)

Investors assess higher 
risk in response to 
dollar-formatted 
disclosures than to 
equivalent percentage-
formatted disclosures.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Outcome bias Chabris (2013) Avoiding outcome bias is 
a critical characteristic of 
elite poker players.

Argument 
Evaluation

Myside bias 
paradigm

Forsythe, 
Nelson, 
Neumann, & 
Wright (1992)

Investors in a political 
prediction stock market 
exchange made 
investment decisions that 
were influenced by which 
candidate they hoped 
would win.

Recognizing the 
validity and 
invalidity of 
informal 
arguments

Watson & 
Glaser (2006)

This showed moderate 
correlations with job 
performance in a variety 
of occupations.

Mock jury 
paradigm

Arkes, Shoots-
Reinhard, & 
Mayes (2012)

Jury verdicts weighted 
nondiagnostic 
information.

Scoring 
offender files

Murrie, 
Boccaccini, 
Guarnera, & 
Rufino (2013)

Forensic psychologists 
risk assessments 
depended on whether 
they were working for 
the prosecution or the 
defense.

Otherside 
thinking task

Sorge, Skilling, 
& Toplak 
(2015)

Offending adolescent 
youth produced fewer 
otherside arguments 
regarding practical issues 
than did a control group.

Avoiding 
Overconfidence

Knowledge 
calibration

Bruine de Bruin 
et al. (2007)

Degree of overconfidence 
was related to a Decision 
Outcomes Inventory of 
41 negative outcomes 
such as loan default and 
drunk driving.

Self-report 
paradigms

Hilton (2003); 
Odean (1998); 
Statman, 
Thorley, & 
Vorkink (2006)

Predictions of currency 
exchange rates by 
corporate treasurers are 
overconfident. Financial 
professionals are 
overconfident. 
Overconfidence increases 
trading volume.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Temporal 
Discounting

Delay of 
gratification 
paradigms; time 
preference; 
future 
orientation

Duckworth & 
Seligman 
(2005); 
Mischel, Shoda, 
& Rodriguez 
(1989)

Self-discipline measures 
predict school grades 
longitudinally, 
independent of 
intelligence. Delay of 
gratification measured at 
age four predicted college 
entrance exam 
performance later in life.

Delay of 
gratification 
paradigm

Schlam, 
Wilson, Shoda, 
Mischel, & 
Ayduk (2013)

Delay of gratification 
measures predicted body 
mass index thirty years 
later.

Temporal 
discounting of 
reward

Petry (2001); 
Kirby & Petry 
(2004); Basile & 
Toplak (2015); 
Meier & 
Sprenger 
(2012); Shapiro 
(2005); Kirby et 
al. (2005)

Research has revealed an 
association between 
discount rates and 
gambling behavior, 
smoking, financial 
behavior, prudent 
food-stamp usage, and 
educational success.

Temporal 
discounting of 
reward

Ainslie (2001, 
2005); Kirby, 
Petry, & Bickel 
(1999)

Research has revealed an 
association between 
discount rates and 
substance abuse.

Temporal 
discounting of 
reward

Chao, Szrek, 
Pereira, & Pauly 
(2009)

Research has revealed an 
association between 
discount rates and 
longevity, as well as 
health.

Temporal 
discounting of 
reward

Meier & 
Sprenger (2012)

Research has revealed an 
association between 
discount rates and FICO 
credit score.

Probabilistic 
Numeracy

Various 
numeracy 
scales

Reyna et al. 
(2009)

Low numeracy ability 
was associated with 
distorted perceptions of 
risks and benefits of 
screening, reduced 
medication compliance, 
and adverse medical 
outcomes.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Various 
numeracy 
scales

Banks & 
Oldfield (2007); 
Banks et al. 
(2010)

Numeracy was associated 
with retirement savings.

Berlin 
numeracy test

Cokely et al. 
(2012)

Numeracy was associated 
with the evaluation of 
everyday risks related to 
consumer and medical 
choices.

Various 
numeracy 
scales

Låg et al. 
(2014)

Numeracy ability was 
associated with 
understanding medical 
trade-offs and medical 
data interpretation even 
after controlling for 
cognitive ability.

Lipkus scale Graffeo, 
Polonio, & 
Bonini (2015)

Higher numeracy scores 
were associated with 
better consumer choices.

Lipkus scale Wood et al. 
(2011)

Higher numeracy scores 
were associated with 
better Medicare Part D 
choices even after 
controlling for several 
third variables.

Financial 
Literacy and 
Economic 
Knowledge

Cost-benefit 
reasoning; 
limited resource 
reasoning

Sunstein (2002) Environmental and other 
government regulations 
are written inefficiently 
because of a lack of 
attention to cost-benefit 
reasoning.

Recognizing 
opportunity 
costs

Larrick, Nisbett, 
& Morgan 
(1993)

Salary levels were related 
to the ability to recognize 
opportunity costs.

Avoiding sunk 
costs

Bruine de Bruin 
et al. (2007)

Committing the sunk 
cost fallacy was related to 
a Decision Outcomes 
Inventory of 41 negative 
outcomes such as loan 
default and drunk 
driving.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Understanding 
externalities

Heath (2001) Most people in the 
United States do not 
realize that, because of 
externalities, gasoline 
prices are too low rather 
than too high.

Awareness of 
the logic of 
exponential 
growth and 
compounding

Paulos (2003) People save too little, fail 
to recognize the pitfalls 
of pyramid schemes, and 
invest foolishly because 
of ignorance of the 
mathematics of 
compounding.

Understanding 
commons 
dilemmas, 
zero-sum, and 
nonzero-sum 
games

Bazerman, 
Baron, & 
Shonk (2001)

Oceans are overfished 
and traffic jams 
exacerbated because of 
the failure to recognize 
commons dilemmas.

Recognizing 
regression 
effects

Malkiel (2015) Failure to recognize 
regression effects in a 
random walk leads stock 
market investors to buy 
high and sell low.

Appropriate 
mental 
accounting and 
understanding 
of fungibility

Thaler (1992; 
2015)

Many people have 
money in savings 
accounts while 
simultaneously carrying 
credit card debt at much 
higher interest rates.

Financial 
misconceptions

Jarvis (2000); 
Valentine 
(1998)

The belief that reward 
can become decoupled 
from risk contributes to 
the proliferation of Ponzi 
and pyramid schemes.

Sensitivity to 
Expected Value

Choices among 
gambles

Choi, Kariv, 
Müller, & 
Silverman 
(2014)

Utility-maximizing 
choices were associated 
with higher net worth.

Choices among 
gambles

Benjamin, 
Brown, & 
Shapiro (2013)

High expected value 
choices were associated 
with higher grades in 
school.
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Subtest 
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Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Risk Knowledge Accurate 
perception of 
risks and 
benefits

Sunstein (2002) Hazard regulations reflect 
the mistaken human 
belief that the risks and 
benefits of various 
activities are negatively 
related.

Accurate 
perception of 
risks and 
benefits

Sivak & 
Flannagan 
(2003); 
Gigerenzer 
(2006)

The perception of relative 
risks of flying and driving 
shifted after September 
11, 2001, in a manner 
that cost hundreds of 
lives.

Superstitious 
Thinking

Faith in 
Intuition scale

Epstein, Pacini, 
Denes-Raj, & 
Heier (1996)

Small correlations were 
observed with depression, 
anxiety, and stress in 
nonselected samples.

Paranormal, 
Superstitious 
Thinking, and 
Luck scales; 
illusion of 
control

Fenton-
O’Creevy et al. 
(2003); Barber 
& Odean 
(2000)

A measure of illusion of 
control was (negatively) 
related to several 
measures of stock traders’ 
performance, including 
their remuneration; 
personal investors trade 
too much and thus lower 
their investment returns.

Paranormal 
beliefs scale

Bensley, 
Lilienfeld, & 
Powell (2014)

Paranormal beliefs 
predicted the number of 
misconceptions that 
people had about 
behavior.

Antiscience 
Attitudes

Alternative 
Medicine scale

Browne, 
Thomson, 
Rockloff, & 
Pennycook 
(2015)

Rejection of traditional 
therapies predicted 
resistance to vaccination.

Head Over 
Heart scale

Toplak, Liu, 
Macpherson, 
Toneatto, & 
Stanovich 
(2007)

Problem gamblers 
performed worse than 
controls on a measure of 
intuition versus reflective 
thinking.

Epistemological 
understanding

Sinatra & 
Pintrich (2003)

Epistemological beliefs 
are related to the 
efficiency of learning.
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Subtest 

Component or 

Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Intuitive 
thinking style

Gaudiano, 
Brown, & 
Miller (2011)

Psychotherapists with 
intuitive thinking styles 
were more likely to reject 
science and science-
backed therapies.

Conspiracy 
Beliefs

Conspiracy 
beliefs 
questionnaires

Beck (2008); 
Griffin, 
Regnier, 
Griffin, & 
Huntley (2007); 
Singh, Spencer, 
& Brennan 
(2007)

Because of conspiratorial 
thinking, one-third of 
Americans drink 
unfluoridated water 
despite voluminous 
scientific evidence that 
fluoridation can 
significantly reduce tooth 
decay.

Conspiracy 
beliefs 
questionnaires

Offit (2008) Vaccination panics have 
been caused by beliefs in 
pharmaceutical company 
conspiracies.

Dysfunctional 
Personal Beliefs

Measures of 
irrational 
personal beliefs

Epstein & 
Meier (1989)

Small to moderate 
correlations were found 
with alcohol and drug 
problems.

Measures of 
irrational 
personal beliefs

Hollon & 
Kendall (1980); 
Hollon, 
Kendall, & 
Lumry (1986)

Depressed subjects 
endorsed more 
dysfunctional personal 
attitudes than 
nondepressed subjects.

Measures of 
irrational 
personal beliefs

Chansky & 
Kendall (1997); 
Kendall et al. 
(2008); Ronan, 
Kendall, & 
Rowe (1994)

Children with anxiety 
disorders endorsed more 
negative social 
expectations and 
self-statements than 
children without anxiety 
disorders.
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Subtest 
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Paradigm

Source for 

Association 

with Real-

World 

Outcome

Association with 

Real-World Outcome

Actively 
Open-Minded 
Thinking Scale

Head over 
Heart scale

Toplak, Liu, 
Macpherson, 
Toneatto, & 
Stanovich 
(2007)

Problem gamblers were 
less likely to endorse 
considering evidence 
rather than gut feelings.

Prompting for 
reasons and 
contemplation

Howell & 
Shepperd 
(2013)

People opted more 
frequently to learn their 
risk for type 2 diabetes or 
cardiovascular disease if 
they first considered 
reasons to seek or avoid 
this information.

Deliberative 
Thinking Scale

Measures of 
need for 
cognition and 
typical 
intellectual 
engagement

Cacioppo, 
Petty, Feinstein, 
& Jarvis (1996)

Moderate negative 
correlations were found 
with anxiety, 
neuroticism, and 
procrastination.

Future 
Orientation 
Scale

Planning; Locus 
of Control 
scales

Ameriks, 
Caplin, & 
Leahy (2003); 
Lefcourt (1991)

The propensity to plan 
has been linked to 
lifetime wealth 
accumulation; locus of 
control has been related 
to achievement in school 
and in sports, as well as 
to various health 
outcomes.

Consideration 
of Future 
Consequences 
scale

Joireman, 
Sprott, & 
Spangenberg 
(2005)

Low future orientation 
associated with fiscal 
irresponsibility in the 
domains of impulsive 
buying, credit card debt, 
and savings.

Differentiation 
of Emotions 
Scale

Measures of 
alexithymia

Lumley & Roby 
(1995); Toplak 
et al. (2007)

Problem gamblers 
performed worse than 
controls on measures of 
alexithymia.
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Although we have listed only one or two citations for each cell, there is 

often a much more voluminous literature documenting real-world associa-

tions. The associations are of two types. Some studies represent investiga-

tions where a laboratory measure of a bias was used as a predictor of a 

real-world outcome; others are reports of real-world analogues of biases that 

were originally discovered in the lab.

With respect to the table, though, it is important to acknowledge that 

in most cases we do not know whether the association between a rational 

thinking skill and an outcome would remain if intelligence were partialled 

out. Clearly more work remains to be done on tracing the exact nature of 

the connections—that is, whether they are causal. The sheer number of 

real-world connections, however, serves to highlight the importance of the 

rational thinking skills assessed by the CART. Critics sometimes attempt to 

devalue the heuristics and biases research tradition by claiming that the 

effects demonstrated are only obtained in laboratory tasks or that they do 

not predict anything in real life (Gigerenzer & Goldstein, 2011). One of the 

purposes of table 15.1 is to provide an easily accessible demonstration that 

such a claim is nonsense (see also Camerer, 2000; DellaVigna, 2009; Hilton, 

2003; Kelman, 2011; Shleifer, 2012; Thaler, 2015).

The Unique Features of Rationality Assessment: CART Subtests ≠ IQ Test 

Components

With the construction of the CART, we have made good on our conjecture 

from the preface and chapter 1 that it would be possible to construct an 

instrument designed to assess the types of cognitive skills that have been 

studied for forty years in the heuristics and biases literature. It is amazing 

that until now we have not had a battery that comprehensively assesses 

these cognitive skills, given their epic influence on cognitive science. 

The 1974 Science paper by Tversky and Kahneman had, by early 2015, 

received over 33,000 citations according to Google Scholar. Kahneman’s 

recent (2011) book had received over 6,000 citations by the same time. 

These numbers, along with the 2002 Nobel Prize to Kahneman, represent 

an unprecedented scientific influence. Yet until the CART and the work 

that preceded it (Bruine de Bruin et al., 2007; Stanovich & West, 1998c), 

psychologists had completely neglected to develop assessment devices for 

these unique cognitive skills.
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Of course, researchers have examined small sets of heuristics and biases 

tasks together before (Cokely & Kelley, 2009; Klaczynski, 2001a; Liberali et 

al., 2012; Stanovich & West, 1998c). Nevertheless, our collection is unique 

in its comprehensiveness. However, it is important to stress that the issue 

of measuring rationality goes far beyond the comprehensiveness of the 

heuristics and biases battery that is involved. Instrumental and epistemic 

rationality, as defined in this volume, both implicate important knowl-

edge bases when their definitions are operationalized. The CART is unique 

in this particular respect—that is, in explicitly encompassing important 

declarative knowledge bases in its assessment model. Beyond the measure-

ment of the important probabilistic reasoning tendencies and reflective rea-

soning tendencies that are well captured by the heuristics and biases tasks, 

the CART taps knowledge bases that importantly facilitate rational thought 

and behavior, as well as knowledge bases that importantly impede optimal 

responding. Heuristics and biases tasks are different from the more purely 

knowledge-based measures that the CART uses to provide a more compre-

hensive rationality assessment. Some components of the CART, such as the 

Financial and Economic Literacy subtest and Probabilistic Numeracy sub-

test, do not involve the conflict detection and processing override char-

acteristics of a more typical heuristics and biases task. The contaminated 

mindware subtests (such as the Conspiracy Beliefs subtest and the Supersti-

tious Thinking subtest) also do not have these characteristics.

The emphasis on heuristics and biases tasks (e.g., Probabilistic and Statis-

tical Reasoning subtest) and subtests composed more purely of knowledge 

assessment (e.g., Financial Literacy subtest) in the CART highlights the two 

most important ways in which the CART is different from IQ tests. Now 

that the reader has seen the full scope of the CART, it is easier to appreciate 

the point regarding knowledge that we stressed in chapter 2: the knowledge 

bases assessed on the CART are domain specific (financial literacy; avoid-

ance of conspiracy beliefs) and not like the broad-based vocabulary assess-

ments of IQ tests.

Regarding the parts of the CART that are composed of heuristics and 

biases tasks, the logic of these tasks makes it possible for the CART to mea-

sure the propensity to use a cognitive skill in a way that IQ tests do not. In 

the domain of rational thinking, we are interested in individual differences 

in the sensitivity to probabilistic reasoning principles and in the tendency 

to apply scientific principles when seeking causal explanations. People 
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can have knowledge of these principles without having the propensity to 

use them. Heuristics and biases tasks assess not only whether people have 

knowledge of the principles but also whether they have a propensity to see 

situations in terms of probabilities. A typical heuristics and biases task, like 

the items on our subtests, will pit a statistical way of viewing a problem 

against a nonstatistical way of viewing a problem—or a control-group way 

of thinking against correlational thinking—in order to see which kind of 

thinking dominates in the situation for the subject. People who can answer 

an explicit probability question on a test, or who can accurately define 

“control group” when asked, may not show the sensitivity to invoke these 

principles when their relevance to a problem is partially disguised. In con-

trast, the cognitive skills assessed by IQ tests are explicit ones. The respon-

dent does not have to recognize their applicability—and does not have to 

overcome an intuitive response that the problem deliberately activates. On 

IQ tests, people are not “tempted” to engage in miserly processing due to 

the presence of an intuitively compelling alternative.

The results that we have obtained with the Actively Open-Minded Think-

ing scale (AOT) are consistent with these differences between the CART 

and IQ tests. Although the AOT scale is correlated with both, in RT60 and 

in RT59 the AOT correlated significantly more strongly with CART perfor-

mance than with cognitive ability. Independent of this outcome, our AOT 

results indicate a startlingly tight linkage between a particular thinking dis-

position and rational thinking. A generic style of thought—one character-

ized by the cultivation of reflectiveness rather than impulsivity, the seeking 

and processing of information that disconfirms one’s beliefs (as opposed to 

confirmation bias in evidence seeking), and the willingness to change one’s 

beliefs in the face of contradictory evidence—has been linked in our data 

to a very comprehensive measure of rational thought. The results from the 

AOT show that there is a global mental attitude that pervades these tasks. 

It is certainly not a specific cognitive skill, but instead is best character-

ized as a generic mental attitude toward cognitive tasks—one of openness, 

full engagement, mental caution, exhaustiveness of thought, humility, and 

willingness to encompass new evidence.

Rationality itself might be multifarious, as we have argued, involving 

knowledge and process in complex and changing proportions across tasks 

and situations. It is interesting, though, in light of such process/knowledge 

complexity, that the AOT has such a high correlation with the CART total 
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score. That is, despite the multifariousness of the rationality construct itself, 

a global thinking style—actively open-minded thinking—permeates almost 

all of the subtests on the full form (see table 13.5) enough to make it a 

strong correlate of the total score. The AOT remains a significant correlate 

of the total score on the CART once cognitive ability has been separated 

out (see table 13.6). The AOT findings show that there is something that 

we might want to call a “globally rational thinking attitude” (or “cognitive 

set”). The magnitude of the correlation between the AOT and the CART 

seems to warrant that inference. On a task-by-task microskill basis, there 

may be considerable variation in the subtests, but that does not mean that 

there is not a global attitude or set toward rational thinking that seems to 

reside in the proclivities we have termed actively open-minded thinking.

The Context for the High IQ–RQ Correlation

If the total score on the CART is viewed as an RQ, by analogy to an IQ, then 

we have found in RT60 a substantial correlation between a person’s IQ and 

her or his RQ (0.69). However, we would argue that it is not high enough 

to warrant the idea that an IQ test provides a measure of rational thinking. 

The magnitude of the observed correlation leaves plenty of room for disas-

sociations between intelligence and rationality. An analogy can be made to 

the educational field of learning disabilities, which was built upon discrep-

ancies between achievement and intelligence1 that are no greater than the 

discrepancies between rationality and intelligence that we have observed 

in our studies. For example, scores on reading comprehension tests and IQ 

tests can be correlated as high as 0.60 to 0.70 in samples of adults (Harris 

& Sipay, 1985; Stanovich, Cunningham, & Feeman, 1984), yet the entire 

field of dyslexia was built around the discrepancies from this relationship. 

People appear to have an extreme assumption of positive manifold—an 

assumption that all variables are positively correlated at the individual 

level—when it comes to most cognitive skills (Stanovich, 2009), and they 

are startled when any discrepancy occurs in cognitive abilities. The correla-

tions that we have obtained still leave enough room for significant discrep-

ancies between rationality and intelligence that draw the attention of the 

general public and that actually should be the focus of scientific inquiry as 

well (consider, for example, the phenomenon of smart people acting fool-

ishly that we discussed in the preface).
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The moderate-to-high RQ–IQ correlation that we have observed does 

not create a problem for several other reasons. To the extent that we have 

a comprehensive measure of cognitive skills grounded in rational thinking 

that also carries a substantial amount of IQ variance (and thus will correlate 

with most of the same things that IQ correlates with) this only adds to the 

important tools in the research psychologist’s arsenal as well as potentially, 

in the future, adding a tool for practical use. To the extent that an RQ test 

adds incremental predictive power to an IQ test, that would be nice—but 

it is not a necessary condition for declaring an RQ test a useful asset. We 

discussed in the previous chapter how SAT test constructors are showing 

increasing concern that their test display face validity in the eyes of the 

public (Balf, 2014). A test constructed from the ground up to model both 

practical and research definitions of rationality would have more face valid-

ity regardless of whether it added incremental predictive validity to IQ tests. 

Interestingly, the sex differences that we have observed (see chapter 13) 

remain after control for cognitive ability variance is partialled out, indicat-

ing perhaps that the CART is picking up reliable cognitive variance that is 

independent of IQ. Interestingly, the procedure of removing sex differences 

from items in IQ tests would have the effect of obscuring variance related 

to rational thinking.

As we have outlined in previous chapters, rationality is a more encom-

passing construct than intelligence, theoretically. It is grounded in the prac-

tical idea that it is good to know what it is optimal to do and also good to 

know what is true. In contrast to rationality’s solid theoretical grounding, 

the intelligence concept has become unalterably corrupted in public usage. 

That is, however solid is the intelligence concept in scientific practice, it is 

encumbered with assumptions and misunderstandings in how the public 

uses it (see Stanovich, 2009). The term “rationality” does not carry with it 

quite so much baggage and misinformation.

The term “intelligence” in public usage is surrounded by misinforma-

tion and myths that obscure the solid research that actually grounds the 

intelligence concept. For example, despite the fact that the IQ concept is 

grounded in some of the longest and most comprehensive research tradi-

tions in all of psychology, the public has been convinced by many politi-

cally correct commentators that the concept is worthless. For example, 

many public commentators (including some who appear in the most influ-

ential and respected mainstream media outlets) promulgate the view that 
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IQ tests do not measure anything important, or that there are many differ-

ent kinds of intelligence, or that all people are equally intelligent in their 

own way.

Media commentaries pushing such ideas are quite common. For exam-

ple, highly respected columnist and book author Elizabeth Kolbert (2014) 

wrote a highly misleading essay about taking the SAT in the influential New 

Yorker, promulgating the view that the SAT is primarily self-referential and 

taps nothing of importance about human cognition. She ends her essay 

by saying that “as befits an exam named for itself, the SAT measures those 

skills—and really only those skills—necessary for the SATs” (p. 41). An 

op-ed in the New York Times around the same time as Kolbert’s essay echoed 

much of the same politically correct misinformation about the SAT and 

other intelligence proxies by claiming that the SAT measures only memori-

zation (Boylan, 2014).

Almost none of the critiques of intelligence tests that one sees in the 

media are scientifically correct. They may be politically correct, but they are 

not based in science. For example, it is fashionable for media intellectuals 

to say that intelligence has nothing to do with real life, or that the items 

on IQ tests are just parlor games related only to “school smarts.” Decades 

of research in psychology contradicts this view (Deary, 2013; Geary, 2005; 

Hunt, 2011; Mackintosh, 1998). IQ tests measure something that is cog-

nitively real and that does relate to real life. Intelligence test performance 

predicts both occupational level attained and performance within one’s 

chosen occupation, and it does so better than any other ability, trait, or 

disposition (Schmidt & Hunter, 2004). The sizes of these correlations with 

job performance are also larger than most found in psychological research, 

and they are not limited to just the skill acquisition period but also include 

on-the-job performance, as well (Schmidt & Hunter, 2004).

In fact, the way we use the term “intelligence” in day-to-day discourse 

reveals that we do not think that it is so trivial after all. People are termed 

“bright” and “quick” and “smart” in ways that clearly indicate that we are 

not talking about social or emotional qualities. These terms are used often 

and nearly universally with positive connotations. In fact, “bright” and 

“quick” and “sharp” are used in general discourse to pick out precisely a 

quality assessed on standard IQ tests (fluid g in particular). It may not be 

politically correct to laud IQ at cocktail parties, but all the parents at those 

same cocktail parties do want that quality for their children. When their 
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children have behavioral/cognitive difficulties, parents are much more 

accepting of diagnostic categories that do not have “low IQ” attached. Thus 

the public’s attitudes about intelligence seem very confused. People value it 

in private, in the context of their families, but it has become unacceptable 

to say so in public.

But by discussing the “IQ confusion” in the media and among the pub-

lic, we do not mean to let scientists off the hook here. In the preface we 

discussed psychology’s tendency to adopt permissive conceptualizations of 

what intelligence is rather than empirically grounded conceptualizations. 

Permissive theories include in their definitions of intelligence aspects of 

functioning that are captured by the vernacular term “intelligence” (e.g., 

adaptation to the environment, showing wisdom, creativity), whether or 

not these aspects are measured by existing tests of intelligence. Grounded 

theories, in contrast, confine the concept of intelligence to the set of mental 

abilities measured by IQ tests. Adopting permissive definitions of the con-

cept of intelligence serves to obscure what is missing from extant IQ tests. 

Instead, to highlight the missing elements in IQ tests, we have adopted a 

thoroughly grounded notion of the intelligence concept in this book.

We do not see why everything in human nature, cognitively speaking, 

has to have the label “intelligence”—particularly when there are read-

ily existing scientific and folk concepts for some of those things (such as 

rationality, creativity, wisdom, critical thinking, open-minded thinking, 

reflectivity, sensitivity to evidence). Permissive theorists inflate the concept 

of intelligence—they put into the term more than what IQ tests actually 

measure. One very strong tendency among permissive theorists is to use 

adjectives to differentiate the more encompassing parts of their intelligence 

concept from the “IQ test part”—what Stanovich (2009) termed “MAMBIT” 

(the mental abilities measured by intelligence tests). So, for instance, when 

Sternberg (2003) discusses high practical intelligence it can be translated to 

mean “optimal behavior in the domain of practical affairs,” or when Gard-

ner (1999) talks about high bodily-kinesthetic intelligence he means little 

more than high functioning in the bodily-kinesthetic domain. The word 

“intelligence” then becomes superfluous; it is there merely to add status 

to the domain in question. The strategy seems to be something like the 

following: Because intelligence is valued and we want bodily-kinesthetic 

talent to be valued too, we’ll fuse the term “intelligence” onto it in order 

to transfer some of the value from intelligence to bodily-kinesthetic talent. 
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Indeed, this is why educators have been so enthusiastic about the “multiple 

intelligences” idea. Its scientific status is irrelevant to them. They use it as 

a motivational tool—to show that “everyone is intelligent in some way.”

However, there are unintended consequences—some of them quite 

ironic—of this strategy, consequences that have been insufficiently appre-

ciated. By inflating the word “intelligence,” by associating it with more and 

more valued mental activities and behaviors, permissive theorists will suc-

ceed in doing just the opposite of what many of them intend—cutting “the 

IQ test part of intelligence” down to size. If you inflate the conceptual term 

“intelligence” you will inflate all its close associates as well—and one hun-

dred years of mental testing makes it a simple historical fact that the closest 

associate of the term “intelligence” is “the IQ test part of intelligence.”

Our strategy in this book has been different from that of the permissive 

theorists. The IQ tests have the label “intelligence,” and thus MAMBIT will 

always be dominant in the folk psychology of intelligence. We would argue 

that it is a mistake to ignore this fact. Instead, our strategy is to open up 

some space for rationality in the lexicon of mental competencies. We have 

coherent and well-operationalized concepts of rational action and belief 

formation. We have a coherent and well-operationalized concept of MAM-

BIT. No scientific purpose is served by fusing these concepts, because they 

are very different. To the contrary, scientific progress is made by differenti-

ating concepts.

The strategy of the permissive theorists ends up giving us the worst of all 

worlds. Short shrift is given to the concept of rationality because it is not 

separately named, but instead tends to be conflated with and lost within a 

bloated concept of intelligence. As a result, no imperative is created to actu-

ally assess rationality, because its semantic space has been gobbled up by 

the broadened view of intelligence. Although most people recognize that 

IQ tests do not encompass all of the important mental faculties, we often 

act (and talk) as if we have forgotten this fact. Where else does our surprise 

at smart people doing foolish things come from if not from the implicit 

assumption that rationality and intelligence should go together?

There is in fact some justification in the inertia of the psychometric 

establishment regarding changes in IQ tests and in the intelligence concept 

itself. Traditional intelligence research is a progressive research program in 

the sense that philosophers of science use that term. There is every indica-

tion that work in the traditional paradigm is carving nature at its joints. 
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First, the field has a consensus model in the form of the Cattell–Horn–

Carroll theory of intelligence. Much work has gone into uncovering the 

cognitive subcomponents of fluid intelligence. We now know that there 

is substantial overlap in the variance in Gf and the variance in measures 

of working memory capacity. Importantly, the computational features of 

working memory have also been identified during the same period. The 

most critical insight has been that the central cognitive function tapped by 

working memory tasks is cognitive decoupling—the ability to manipulate 

secondary representations that do not track the world in one-to-one fash-

ion as do primary representations (Stanovich, 2011).

Cognitive decoupling appears to be the central cognitive operation 

accounting for individual differences in Gf, and, because of its role in simu-

lation and hypothetical thinking, cognitive decoupling is a crucial mental 

capacity. Thus, traditional intelligence tests converge on something impor-

tant in mental life. They represent the fruits of a scientific research program 

that is progressively carving nature at an appropriate and important joint. 

Nevertheless, cognitive decoupling as measured on these tests is still a prop-

erty of the algorithmic mind that is assessed under maximal rather than 

typical conditions. Such measures do not assess how typical it is for a per-

son to engage in decoupling operations. They do not assess the tendency 

to engage in hypothetical thinking to aid problem solving. The ability to 

sustain cognitive decoupling does not guarantee rationality of behavior or 

thought.

With our comprehensive assessment of rational thinking, we aim to 

draw more attention to the skills of rational thought by measuring them 

systematically and by examining the correlates of individual differences in 

these cognitive skills. Our strategy is to press the implications of a grounded 

view of intelligence by constructing a formal assessment device, the CART, 

to measure the skills that IQ testing has largely ignored. Indeed, scientifi-

cally oriented psychometricians have been remarkably incurious about the 

tasks discussed in this book (particularly those tasks from the heuristics 

and biases tradition). We say remarkably because these tasks have been 

ubiquitous in cognitive psychology for decades now, have captivated the 

public via several popular books (Ariely, 2008; Kahneman, 2011; Thaler, 

2015; Thaler & Sunstein, 2008), and have won the Nobel Prize for a fellow 

psychologist (Daniel Kahneman).



Social and Practical Implications  321

Psychometricians have been focused on the most traditional of cogni-

tive tasks that make up standard intelligence tests, and have been excep-

tionally reluctant to explore the cognitive landscape that is carved out by 

the heuristics and biases tradition. Our initial work on these individual dif-

ferences was inspired by what we thought then was a startling lacuna. After 

twenty-plus years we have finally managed to fill the gap more compre-

hensively with the CART—what some will no doubt label an RQ test. We 

do not recoil from the moniker because we feel that the cognitive domain 

is at least as well demarcated by our rationality test as by an IQ test. The 

CART explicitly taps knowledge related to rational action and belief; an IQ 

test does not. The CART explicitly taps the reflective mind; an IQ test does 

this much less so. In earlier chapters, we theoretically grounded the CART 

in the practicalities of goal fulfillment and epistemic tracking of the world; 

IQ tests lack such theoretical grounding.

Given our earlier arguments against misinformed critics of IQ tests, no 

one should mistake our position by confusing it with that of what we might 

call “IQ deniers.” To the contrary, intelligence is one of the most well-

developed scientific concepts in all of psychology. But its very ubiquitous-

ness might have blinded us to cognitive concepts that are not so muddled 

in folk language, such as rationality.

Cognitive Assessment for a Hostile World

In earlier chapters we described how certain features of heuristics and biases 

tasks are often criticized when in fact these very features are the things 

that make heuristics and biases tasks psychologically interesting and highly 

diagnostic of the dynamics of human reasoning. For example, the fact that 

many heuristics and biases tasks can be construed by the subject in differ-

ent ways (a statistical interpretation versus a narrative interpretation, for 

instance) is often seen as a weakness of such tasks when in fact it is the 

design feature that makes the task diagnostic. In a probabilistic reasoning 

task from this literature, the entire point is to see how dominant or non-

dominant the statistical interpretation is over the narrative interpretation. 

Likewise, the fact that many such problems have an intuitively compelling 

wrong answer (the problems in the Reflection versus Intuition subtest, for 

example) is often seen as a misleading attempt to “trick” the participant. 
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In fact, the presence of the compelling intuitive response is precisely what 

makes the problem diagnostic of the propensity toward reflective thinking.

It is true that heuristics and biases problems seem more hostile than typ-

ical IQ test problems in that the latter do not contain enticing lures toward 

an incorrect response. Neither is the construal of an IQ test item left up to 

the subject. Instead, the instructions to an IQ test item attempt to remove 

ambiguity in a way that is not true of a heuristics and biases problem (the 

Linda conjunction problem would be a prime case in point). We used the 

term “hostile” deliberately, to call to mind our earlier discussions of hostile 

and benign environments for the use of Type 1 processing. A benign envi-

ronment contains useful cues that can be exploited by various heuristics. 

Additionally, for an environment to be classified as benign, it also must 

contain no other individuals who will adjust their behavior to exploit those 

relying only on heuristics. In contrast, a hostile environment for heuristics 

is one in which there are no cues that are usable by heuristic processes or 

that contains other agents who arrange the cues for their own advantage.

IQ tests assess the algorithmic power of the mind in benign environ-

ments. The issue of rationality raises additional questions of how the reflec-

tive mind is used when the environment turns hostile. Our argument in 

this section will be that the modern world creates many environments for 

thinking that are hostile rather than benign. IQ tests do not pick up these 

hostile aspects of the cognitive environment of modernity. This is because 

they assess capabilities rather than propensities, unlike many of the CART 

subtests (Reflection versus Intuition, Probabilistic Reasoning, Scientific 

Reasoning), which assess propensities as much as capabilities. Instead, the 

demand characteristics of IQ tests pretty much guarantee that the subject 

will be working at maximum efficiency on a problem that is unambigu-

ously framed by its instructions—unlike heuristics and biases tasks, where 

the subject must often choose a particular construal.

It is in this sense that the so-called artificiality of heuristics and biases 

tasks is a strength, not a weakness. It is a design feature, not a bug. Why? 

Because, as we will argue, the modern world is, in many ways, becoming 

hostile for individuals who rely solely on Type 1 processing. This design 

feature of many tasks on the CART will thus be assessing (1) something of 

growing importance in the modern world, and (2) something not assessed 

by IQ tests.
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As noted in our discussion of the Great Rationality Debate in chapter 14, 

the Panglossian theorists have shown us that many reasoning errors might 

have an evolutionary or adaptive basis. But the Meliorist perspective on 

this is that the modern world is increasingly changing so as to render those 

responses less than instrumentally rational for an individual. In short, the 

requirements for rationality are becoming more stringent as modern tech-

nological societies develop. Decision scientists Hillel Einhorn and Robin 

Hogarth long ago made the telling point that “in a rapidly changing world 

it is unclear what the relevant natural ecology will be. Thus, although the 

laboratory may be an unfamiliar environment, lack of ability to perform 

well in unfamiliar situations takes on added importance” (1981, p. 82).

Critics of the abstract content of most laboratory tasks and standardized 

tests have been misguided on this very point. Evolutionary psychologists 

have singularly failed to understand the implications of Einhorn and Hog-

arth’s warning. They regularly bemoan the “abstract” problems and tasks 

in the heuristics and biases literature and imply that since these tasks are 

not like “real life” we need not worry that people do poorly on them. The 

issue is that, ironically, the argument that the laboratory tasks and tests are 

not like “real life” is becoming less and less true. “Life,” in fact, is becoming 

more like the tests.

Try arguing with your health insurer about a disallowed medical pro-

cedure, for example. In such circumstances, we invariably find out that 

our personal experience, our emotional responses, our Type 1 intuitions 

about social fairness—are all worthless. All are for naught when talking 

on the phone to the representative looking at a computer screen display-

ing a spreadsheet with a hierarchy of branching choices and conditions to 

be fulfilled. The social context, the idiosyncrasies of individual experience, 

the personal narrative—the “natural” aspects of Type 1 processing—all are 

abstracted away as the representatives of modern technological-based ser-

vices attempt to “apply the rules.”

Unfortunately, the modern world tends to create situations where the 

default values of evolutionarily adapted cognitive systems are not opti-

mal. Modern technological societies continually spawn situations where 

humans must decontextualize information—where they must deal 

abstractly and in a depersonalized manner with information rather than 

in the context-specific way of the Type 1 processing modules discussed by 

evolutionary psychologists. The abstract tasks studied by the heuristics and 
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biases researchers often accurately capture this real-life conflict. In short, 

the requirements for rationality are often more stringent in the modern 

world than they were in the environment of evolutionary adaptation. This 

puts a premium on the use of Type 2 processing capacity to override Type 

1 responses. Likewise, market economies contain agents who will exploit 

automatic Type 1 responding for profit (better buy that “extended war-

ranty” on a $150 electronic device!). This again puts a premium on overrid-

ing Type 1 responses that will be exploited by others in a market economy.

Of course, we do not mean to suggest that the use of heuristics always 

leads us astray. As previously discussed, they often give us a useful first 

approximation to the optimal response in a given situation, and they do so 

without stressing cognitive capacity. In fact, they are so useful that influen-

tial psychologists extol their advantages even to the extent of minimizing 

the usefulness of the formal rules of rationality (Brandstatter, Gigerenzer, 

& Hertwig, 2006; Gigerenzer, 2002, 2007; Todd & Gigerenzer, 2000, 2007). 

Most psychologists, though, while still acknowledging the usefulness of 

heuristics, think that this view carries things too far. The reason is that the 

usefulness of the heuristics that we rely on to lighten the cognitive load 

depends on a benign environment.

Take as an example the so-called recognition heuristic (Gigerenzer & 

Todd, 1999). The idea behind such “ignorance-based decision making,” as 

it is called, is the fact that some items of a subset that are unknown can be 

exploited to aid decisions. In short, the yes/no recognition response can 

be used as an estimation cue (Goldstein & Gigerenzer, 1999, 2002; Todd & 

Gigerenzer, 2007). With ingenious simulations, Gigerenzer and colleagues 

have demonstrated how certain information environments can lead to 

such things as “less-is-more” effects: where those who know less about an 

environment can display more inferential accuracy in it. One is certainly 

convinced after reading material like this that the recognition heuristic is 

certainly efficacious in some situations. But then one immediately begins 

to worry when one ponders how it relates to a market environment specifi-

cally designed to exploit it. If a person were to rely solely on the recognition 

heuristic as he went about his day tomorrow, he could easily be led to:

1. buy a $3 coffee when in fact a $1.25 one would satisfy him perfectly 

well

2. eat a single snack with the amount of fat grams he should have in an 

entire day
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3. pay the highest bank fees

4. incur credit card debt rather than pay cash

5. buy a mutual fund with a 6 percent sales charge rather than a no-load 

fund

None of these behaviors serves the long-term goals of most people, even 

though they are triggered by the most recognized stimuli in dense urban 

environments. However useful the recognition heuristic is in other con-

texts, it is problematic in these examples. The commercial environment of 

a modern city is not a benign environment for a cognitive miser.

The danger of such miserly tendencies and the necessity of relying 

on Type 2 processing in the domain of personal finance is suggested by 

the well-known finding that consumers of financial services overwhelm-

ingly purchase high-cost products that underperform in terms of invest-

ment return when compared to the low-cost strategies recommended by 

true experts (e.g., dollar-cost averaging into no-load index mutual funds; 

see Bazerman, 2001). The reason is, of course, that the high-cost fee-based 

products and services are the ones with high immediate recognizability in 

the marketplace.

Experimental studies of choice indicate that errors due to insufficient 

monitoring of Type 1 responses are probably made all the time. Neumann 

and Politser (1992) describe a study in which people were asked to choose 

between two insurance policies. Policy A had a $400 yearly deductible and 

a cost of $40 per month. Policy B had no deductible and a cost of $80 a 

month. A number of subjects preferred policy B because of the certainty of 

never having to pay a deductible if an accident occurs. However, it takes 

nothing more than simple arithmetic to see that people choosing policy 

B have fallen prey to a Type 1 tendency to avoid risk and seek certainty. 

Even if an accident occurs, policy B can never cost less than policy A. 

This is because paying the full deductible ($400) plus the monthly fee for 

12 months ($480) would translate into a total cost of $880 for policy A, 

whereas the monthly fee of policy B for 12 months amounts to $960. Thus, 

even if accidents cause the maximum deductible to be paid, policy A costs 

less. An automatic reaction triggered by a logic of “avoid the risk of large 

losses” biases responses against the more economical policy A.

Modern mass communication technicians have become quite skilled at 

exploiting Type 1 processing defaults. These defaults are exploited by adver-

tisers, in election campaigns, and even by governments—for example, in 
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promoting their lottery systems. “You could be the one!” blares an ad from 

the Ontario Lottery Commission—thereby increasing the availability of an 

outcome that, in the game called 6/49, has an objective probability of 1 in 

14 million.

In short, if we rely solely on Type 1 processing, we literally do not have 

“a mind of our own.” The response of the Type 1 processor is determined 

by the most vivid stimulus at hand, the most readily assimilated fact, or the 

most salient cue available. This tendency can be easily exploited by those 

who control the labeling, who control what is vivid, and who control the 

framing. To the extent that modern society increasingly requires the Type 1 

computational biases to be overridden, Type 2 overrides will be more essen-

tial to personal well-being.

The Internet has created an environment where those who spend a good 

part of their lives on social media must vigilantly exercise their inhibitory 

abilities. There are by now countless examples of how a momentary emo-

tional lapse on these media can get propagated to thousands of people in 

ways that have consequences for an entire lifetime (Crane, 2012; Das & 

Sahoo, 2011; Ronson, 2015; Solove, 2007).

Consider the Belief Bias in Syllogistic Reasoning subtest. These syllogisms 

may seem to be the epitome of the “toy problem” criticism of heuristics and 

biases tasks. However, they are in fact indexing a cognitive skill of increas-

ing importance in modern society—the ability to reason from the informa-

tion given and at least temporarily put aside what we thought before we 

had received new information (Stanovich, 2004). Here, we are not argu-

ing that it is always better to ignore what you know. Obviously, most of 

the time we are better served by bringing to bear all the prior knowledge 

we can in order to solve a problem. We are simply pointing to the fact 

that modernity is creating more and more situations where such unnatural 

decontextualization is required. The science on which modern technologi-

cal societies is based often requires “ignoring what we know or believe.” 

Testing a control group when you fully expect it to underperform compared 

to an experimental group is a form of ignoring what you believe. Science is 

a way of systematically ignoring what we know, at least temporarily (dur-

ing the test), so that we can recalibrate our belief after the evidence is in. 

Likewise, many aspects of the contemporary legal system put a premium on 

detaching prior belief and world knowledge from the process of evaluating 

evidence. Modernity increasingly requires decontextualizing in the form of 
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stripping away what we personally “know” by its emphasis on such charac-

teristics as fairness, rule-following despite context, even-handedness, sanc-

tioning of nepotism, unbiasedness, universalism, inclusiveness, and legally 

mandated equal treatment. That is, all of these requirements of modernity 

necessitate overriding personalized knowledge.

Evolutionary psychologists have tended to minimize the importance of 

the requirements for decontextualizing and abstraction in modern life (the 

“unnaturalness” of the modern world that in fact matches the “unnatural-

ness” of many laboratory tasks). For example, Tooby and Cosmides (1992) 

use the example of how our color constancy mechanisms fail under mod-

ern sodium vapor lamps; they warn that “attempting to understand color 

constancy mechanisms under such unnatural illumination would have 

been a major impediment to progress” (p. 73)—a fair enough point. But our 

purpose here is to stress a corollary issue. The point is that if the modern 

world were structured such that making color judgments under sodium 

lights was critical to one’s well-being, then this would be troublesome for us 

because our evolutionary mechanisms have not naturally equipped us for 

this. In fact, humans in the modern world are in just this situation vis-à-vis 

the mechanisms needed for fully rational action in highly industrialized 

and bureaucratized societies.

The cognitive equivalent of the sodium vapor lamps are the probabilities 

we must deal with; the causation we must infer from knowledge of what 

might have happened; the vivid advertising examples we must ignore; 

the unrepresentative sample we must disregard; the favored hypothesis 

we must not privilege; the rule we must follow that dictates we ignore a 

personal relationship; the narrative we must set aside because it does not 

square with the facts; the pattern that we must infer is not there because we 

know a randomizing device is involved; the sunk cost that must not affect 

our judgment; the judge’s instructions we must follow despite their conflict 

with common sense; the contract we must honor despite its negative effects 

on a relative; the professional decision we must make because we know 

it is beneficial in the aggregate even if unclear in a given case. These are 

all the “sodium vapor lamps” that modern society presents to our cogni-

tive apparatus—and if evolution has not prepared us to deal with them, so 

much the worse for our rational behavior in the modern world.

Thus, the long-standing debate between the Panglossians and the Melior-

ists can be viewed as an issue of figure and ground reversal. It is possible to 
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accept most of the conclusions of the work of Panglossian theorists while 

drawing completely different morals from them. For example, evolutionary 

psychologists want to celebrate the astonishing job that evolution did in 

adapting the human cognitive apparatus to the Pleistocene environment. 

Certainly they are right to do so. The more we understand about evolution-

ary mechanisms, the more awed appreciation we have for them. But at the 

same time, it is not inconsistent for a person to be horrified that a multi-

million dollar advertising industry is in part predicated on creating stimuli 

that will trigger Type 1 processing heuristics that many of us will not have 

the disposition to override. To Meliorists, it is no great consolation that the 

heuristics so triggered were evolutionarily adaptive in their day.

Evolutionary psychologists have shown that some problems can be more 

efficiently solved if represented in a way that coincides with how various 

brain modules represent information (“when people are given information 

in a format that meshes with the way they naturally think about probabil-

ity, they can be remarkably accurate” Pinker, 1997, p. 351). The Meliorist 

cautions, however, that the world will not always let us deal with represen-

tations that are optimally suited to our evolutionarily designed cognitive 

mechanisms. We are living in a technological society where we must decide 

which health maintenance organization to join based on abstract statistics 

rather than experienced frequencies; decide on what type of mortgage to 

purchase; figure out what type of deductible to get on our auto insurance; 

decide whether to trade in a car or sell it ourselves; decide whether to lease 

or to buy; and think about how to apportion our retirement funds—to sim-

ply list a random set of the plethora of modern-day decisions and choices. 

And we must make all of these decisions based on information represented 

in a manner for which our brains are not adapted. To reason rationally in 

all of these domains (to maximize our personal utility), we are going to 

have to deal with probabilistic information represented in nonfrequentistic 

terms—in representations that the evolutionary psychologists have shown 

are different from our adapted algorithms for dealing with frequency infor-

mation. As all of the examples that we have discussed here show, increas-

ingly, the modern world is a hostile environment for an uncritical reliance 

on Type 1 processing. The CART is a cognitive test designed to capture how 

well prepared people are to deal with that hostile world.

Now that we have the CART, we could, in theory, begin to assess ratio-

nality as systematically as we do IQ. If not for professional inertia and 
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psychologists’ investment in the IQ concept, we could choose tomorrow to 

more formally assess rational thinking skills, focus more on teaching them, 

and redesign our environment so that irrational thinking is not so costly. 

Whereas just thirty years ago we knew vastly more about intelligence than 

we knew about rational thinking, this imbalance has been redressed in the 

last few decades because of some remarkable work in behavioral decision 

theory, cognitive science, and related areas of psychology. In the past two 

decades, cognitive scientists have developed laboratory tasks and real-life 

performance indicators to measure rational thinking tendencies such as sen-

sible goal prioritization, reflectivity, and the proper calibration of evidence. 

People have been found to differ from each other on these indicators. These 

indicators are structured differently from the items used on intelligence 

tests. We have brought this work together here by producing the first com-

prehensive assessment measure for rational thinking, the CART.
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CART points allocated to each subtest

CART Subtest CART Points

Probabilistic and Statistical Reasoning 18

Scientific Reasoning 20

Reflection versus Intuition Subtest 10

Belief Bias in Syllogistic Reasoning 8

Ratio Bias 5

Disjunctive Reasoning 5

Framing 6

Anchoring 3

Preference Anomalies 3

Argument Evaluation Test 5

Knowledge Calibration 6

Rational Temporal Discounting 7

Probabilistic Numeracy 9

Financial Literacy and Economic Knowledge 10

Sensitivity to Expected Value 5

Risk Knowledge 3

Rejection of Superstitious Thinking 5

Rejection of Antiscience Attitudes 5

Rejection of Conspiracy Beliefs 10

Avoidance of Dysfunctional Personal Beliefs 5

Total CART Points 148
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Subtest: Probabilistic and Statistical Reasoning

CART points: 18

Full Form: yes

Short Form: yes

Structure: The eighteen items on the Probabilistic and Statistical Reasoning 

subtest of the CART were distributed as follows: four items assess the 

ability to avoid probability matching tendencies and instead choose a 

maximizing strategy; five items assess the ability to avoid the gambler’s 

fallacy; four items assess the ability to properly assign probabilities 

to conjunctions; three items assess sensitivity to base rates; one item 

assesses sensitivity to sample size considerations; and one item assesses 

the ability to see regression to the mean as an explanation of perfor-

mance changes. The CART score is simply the number of items correct.

Presentation: This subtest is presented as a block, but within the block all 

the types of items are intermixed except for the conjunction problems 

which are presented together.

Sample Items

Probability Matching Consider the following hypothetical situation: A 

deck with 10 cards is randomly shuffled 10 separate times. The 10 cards are 

composed of 7 cards with the letter “A” on the down side and 3 cards with 

the letter “B” on the down side. Each time the 10 cards are reshuffled, your 

task is to predict the letter on the down side of the top card. Imagine that 

you will receive $100 for each downside letter you correctly predict, and 

that you want to earn as much money as possible. Indicate your predictions 

for each of the 10 shuffles:

I would predict _____ for Shuffle #1 A or B?

I would predict _____ for Shuffle #2 A or B?

I would predict _____ for Shuffle #3 A or B?

I would predict _____ for Shuffle #4 A or B?

I would predict _____ for Shuffle #5 A or B?

I would predict _____ for Shuffle #6 A or B?

I would predict _____ for Shuffle #7 A or B?

I would predict _____ for Shuffle #8 A or B?

I would predict _____ for Shuffle #9 A or B?

I would predict _____ for Shuffle #10 A or B?
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Scoring for this item: Score of 1 for 10 choices of A and a score of 0 for < 10 

choices of A.

Gambler’s Fallacy Item When playing slot machines, people win some-

thing about 1 in every 10 times. Nancy, however, has just won on her first 

three plays. What are her chances of winning the next time she plays?

a. She has better than 1 chance in 10 of winning on her next play.

b. She has less than 1 chance in 10 of winning on her next play.

*c. She has a 1 chance in 10 that she will win on her next play.

Scoring for this item: Score of 1 for choice c and score of 0 for choices a 

and b.

Avoiding Conjunction Fallacy Problem

a. What is the probability that you will not have root canal surgery on 

one tooth in the next year? (percent)

[enter value between 0 and 100]

b. What is the probability that you will have root canal surgery on one 

tooth in the next five years? (percent)

[enter value between 0 and 100]

c.   What is the probability that you will have root canal surgery on one 

tooth and another tooth extracted in the next five years? (percent)

[enter value between 0 and 100]

d.   What is the probability that you will have root canal surgery on one 

tooth in the next year? (percent)

[enter value between 0 and 100]

e.   What is the probability that you will not have root canal surgery on one 

tooth in the next five years? (percent)

[enter value between 0 and 100]

Scoring for this item: Root canal in five years (b) minus root canal surgery 

on one tooth and another tooth extracted in five years (c) > 0 scored as 1.

Causal Base Rate Item Professor Kellan, the director of a teacher prepa-

ration program, was designing a new course in human development and 

needed to select a textbook for the new course. She had narrowed her deci-

sion down to one of two textbooks: one published by Pearson and the other 

published by McGraw. Professor Kellan belonged to several professional 
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organizations that provided Web-based forums for its members to share 

information about curricular issues. Each of the forums had a textbook 

evaluation section, and the websites unanimously rated the McGraw text-

book as the better choice in every category rated. Categories evaluated 

included quality of the writing, among others. Just before Professor Kellan 

was about to place the order for the McGraw book, however, she asked an 

experienced colleague for her opinion about the textbooks. Her colleague 

reported that she preferred the Pearson book. What do you think Professor 

Kellan should do?

a. She should definitely use the Pearson textbook.

b. She should probably use the Pearson textbook.

*c. She should probably use the McGraw textbook.

*d. She should definitely use the McGraw textbook.

Scoring for this item: Score of 1 for either c or d, and score of 0 for a or b.

Regression to the Mean Item After the first three weeks of the Little 

League baseball season in Wichita, Kansas, the adult managers begin to 

post the top batting averages. Typically, after the first three weeks, several 

batters often have averages over .500 (i.e., they have gotten hits in over 50 

percent of their at bats). However, no batter in Wichita Little League history  

has ever averaged over .500 at the end of the season. Why do you think 

this is?

a. When a batter is hot early in the season, the pitchers know it and con-

centrate on getting him out more later in the season.

b. Pitchers tend to get better over the course of a season, so every batter’s 

average goes down.

*c. A player’s high average at the beginning of the season may be just luck. 

The longer season provides a more realistic test of a batter’s skill.

d. A batter who has such a hot streak at the beginning of the season is 

under a lot of stress to maintain his performance record. Such stress 

adversely affects his playing.

e. Over the season, opposing coaches devise strategies to get the best hit-

ters out.

Scoring for this item: Score of 1 for choice c and score of 0 for all other 

choices.
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Subtest: Scientific Reasoning

CART points: 20

Full Form: yes

Short Form: yes

Structure: There are seventeen single-point items to this subtest, and another 

three points are determined from performance on a twenty-five-item 

measure of covariation detection. The seventeen single-point items are 

distributed as follows: four items that tap falsification tendencies in the 

four-card selection task (two deontic and two nondeontic); two items 

that tap knowledge of the logic of converging evidence; three items 

that tap the tendency to avoid drawing causal inferences from correla-

tion evidence; five items that tap the tendency to accurately assess the 

likelihood ratio by processing P(D/~H); and three problems that tap the 

tendency to use control-group reasoning. The remaining three points 

on the subtest are derived from a twenty-five-item measure of covaria-

tion detection ability.

Presentation: This subtest is presented as a block, with some items grouped 

by type and others not. The converging evidence items are presented 

together, as are the control group reasoning items and the twenty-five-

item measure of covariation detection ability. The correlation/causa-

tion items and the selection task items are interspersed throughout the 

subtest (the two deontic items appearing before the two nondeontic 

items). The items tapping likelihood ratio processing were presented 

in two groups.

Sample Items
Falsifiability Tendencies—Selection Task Item

[nondeontic item]

Each of the tickets below has a destination on one side and a mode of travel 

on the other side. Here is a rule: “If ‘Baltimore’ is on one side of the ticket, 

then ‘plane’ is on the other side of the ticket.” Your task is to decide which 

tickets you would need to turn over in order to find out whether the rule 

is being violated.
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Destination: 

Baltimore

Destination: 

Washington, DC

Mode of Travel: 

Train

Mode of Travel: 

Plane

Turn

Do not 

Turn Turn

Do not 

Turn Turn

Do not 

Turn Turn

Do not 

Turn

○ ○ ○ ○ ○ ○ ○ ○

Scoring for this item: Calculate Pollard and Evans (1987) Logic Index.

Number of correct cards turned minus number of incorrect turns:

P + NQ – NP – Q

P (Baltimore); NP (Washington); NQ (train); Q (plane)

Logic index > 0 scored as 1

Logic index ≤ 0 scored as 0

Converging Evidence Item Alice had been experiencing unpleasant diges-

tive problems. She hypothesized that she had developed an allergy to either 

milk, eggs, wheat, nuts, or shellfish, because she never experienced any 

digestive problems on days when she did not eat any of these items.

In an effort to determine which one of these foods was the source of her 

digestive problems, Alice conducted two tests. Each test started with a day 

in which Alice drank water but ate no food, and was followed by a day in 

which she ate only a single meal that varied in which of the suspected food 

items it contained.

Here is what Alice ate during her meal on the second day of each test:

Milk Eggs Wheat Nuts Shellfish Digestive Problems

Test 1 yes yes yes no no yes

Test 2 no no yes yes yes yes

How likely is it that Alice’s digestive problems resulted from eating:

milk ______ percent likely

eggs ______ percent likely

wheat ______ percent likely

nuts ______ percent likely

shellfish ______ percent likely

[percentages must add to 100]

Scoring for this item:

Estimates for wheat ≥ 80 = Score of 1

Estimates for wheat < 80 = Score of 0
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Limits of Correlational Relationships Item Researchers have found that 

teenagers who smoke cigarettes tend to have lower IQ scores than teenagers 

who do not smoke cigarettes.

This finding means that preventing teenagers from smoking would tend 

to raise their IQ scores:

a. Yes

*b. No

*c. You cannot tell

Scoring for this item: Choice b and c scored as 1, and choice of a scored as 0.

Diagnostic Hypothesis Testing

Processing P(D/~H) of the Likelihood Ratio [Sample Item 1] Imagine you 

are a special education teacher. Talia, a student of yours, has clubbing of her 

fingers (significant thickening of the end of her fingers). What information 

would you want in order to estimate the probability that Talia has “Fustis 

Digitus Syndrome”? Below are 4 pieces of information that may or may not 

be relevant to determining the probability. Please indicate all of the pieces 

of information that are necessary to determine the probability, but only 

those pieces of information that are necessary to do so.

a. % of people without Fustis Digitus Syndrome who have clubbing of 

their fingers

b. % of people with Fustis Digitus Syndrome

c. % of people without Fustis Digitus Syndrome

d. % of people with Fustis Digitus Syndrome who have clubbing of their 

fingers

a = [DNH]; b = [H]; c = [NH]; d = [DH]

Scoring for this item: Score 1 point for choosing both parts of the likelihood 

ratio (a and d) only or in addition to any other cards, and score 0 otherwise.

Diagnostic Hypothesis Testing

Processing P(D/~H) of the Likelihood Ratio [Sample Item 2] Imagine 

yourself meeting Calvin Dean. Your task is to assess the probability that he 

is an accountant based on some information that you will be given. This 

will be done in two steps. At each step you will get some information that 

you may or may not find useful in making your assessment. After each 

piece of information you will be asked to assess the probability that Calvin 

Dean is an accountant. In doing so, consider all the information you have 

received to that point if you consider it to be relevant.
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Your probability assessments should be numbers between 0 and 1 that 

express your degree of belief. 1 means “I am absolutely certain that he is 

an accountant. 0 means “I am absolutely certain he is not an accountant.” 

0.65 means “The chances are 65 out of 100 that he is an accountant,”  

and so forth. You can use any number between 0 and 1, for example,  

0.15, 0.95, etc.

Step 1:  You are told that Calvin Dean attended a party in which 30 male 

accountants and 70 male doctors took part, 100 people all together.

Question: What do you think the probability is that Calvin Dean is an 

accountant? ____

Step 2:  You are told that Calvin Dean is a member of the Kiwanis Club. 

75% of the male accountants at the above mentioned party were mem-

bers of the Kiwanis Club. 95% of the male doctors at the party were 

members of the Kiwanis Club.

Question: What do you think the probability is that Calvin Dean is an 

accountant? ____

Scoring for this item:

Step 1  correct answer (0.30) is not scored. The Bayesian posterior after Step 

2 is 0.253.

Step 1  minus Step 2 difference ≤ 0 scored as 0

Step 1  minus Step 2 difference > 0 scored as 1

Step 2  answers of zero are also scored as 0

Control Group Reasoning Centerville High School has had an unpopular 

principal for the past 2 years. She is a friend of the superintendent and had 

no previous experience as a school administrator when she was appointed. 

The superintendent has recently defended the principal in public by 

announcing that in the time since she became principal, truancy rates at 

the high school have decreased by 12%.

Which of the following pieces of evidence would most refute the super-

intendent’s claim and instead show that the principal may not be doing a 

good job? Choose the best answer:

a. An independent survey of the teachers in the state where Centerville 

High School is located shows that 40% more truants are reported by 

survey respondents than is reported in official school records.
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b. Common sense indicates that there is little a principal can do to lower 

truancy rates. These are for the most part due to social and economic 

conditions beyond the control of the schools.

*c. The truancy rates of the two cities closest to Centerville in location and 

size have decreased by 18% in the same period.

d. The superintendent has been discovered to have business contacts with 

people who are known to be involved in providing security services to 

the school district.

Scoring for this item: Choice c is scored as 1 and other choices are scored 

as 0.

Covariation Detection—25 items of the following type A researcher is 

interested in the relationship between self-esteem and leadership qualities. 

Imagine that this researcher sampled 450 individuals and found that:

100 people with high self-esteem were high in leadership qualities

50 people with high self-esteem were low in leadership qualities

100 people with low self-esteem were high in leadership qualities

200 people with low self-esteem were low in leadership qualities

[∆p = 0.333]

You could classify the data in the following way:

High in leadership qualities Low in leadership qualities

High self-esteem 100 50

Low self-esteem 100 200

Please judge the nature and extent of the relationship between self-esteem 

and leadership qualities in these data.

–10 –9 –8 –7 –6 –5 –4 –3 –2 –1 0 +1 +2 +3 +4 +5 +6 +7 +8 +9 +10

strong negative  
association

no association strong positive 
association

The covariation detection task has a maximum of 3 points, scored as follows:

Correlation of evaluation with ∆p across the 25 items:

< 0.10 scored as 0

≥ 0.10 and < 0.45 scored as 1

≥ 0.45 and < 0.75 scored as 2

≥ 0.75 scored as 3
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Subtest: Reflection versus Intuition

CART points: 10

Full Form: yes

Short Form: yes

Structure: There are eleven items on this subtest that yield a maximum of 

10 points.

Presentation: Items are presented as a block.

Sample Items

If it takes one minute to make each cut, how long will it take to cut a 

25-foot wooden plank into 25 equal pieces? [correct answer = 24 minutes; 

intuitive response = 25 minutes] Score of 1 point for 24 minutes and 0 for 

all other responses.

The number of bacteria in a container doubles each hour. If it takes 32 

hours to completely fill the container, how many hours would it take for 

the bacteria to fill half of the container? [correct answer = 31 hours; intui-

tive response = 16 hours] Score of 1 point for 31 hours and 0 for all other 

responses.

CART Scoring

The CART score on this task is equal to the number of items answered cor-

rectly, to a maximum of 10.

Subtest: Belief Bias in Syllogistic Reasoning

CART points: 8

Full Form: yes

Short Form: yes

Structure: There are sixteen items in this subtest, eight where the believ-

ability of the conclusion and logical validity are aligned (the consistent 

items) and eight where the believability of the conclusion and logical 

validity are in conflict (the inconsistent items).

Presentation: Items are presented as a block.
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Instructions and Sample Items

In the following problems, you will be given two premises which you must 

assume are true. You must decide whether the conclusion necessarily follows 

logically from the premises. It is important that you assume the premises 

to be true and ignore whether the conclusion is factually correct. Rate the 

conclusion only in terms of whether it necessarily follows.

Premises

Premise 1: All flowers are carbitops.

Premise 2: All tulips are carbitops.

Conclusion

All tulips are flowers.
 

a. Conclusion necessarily follows from premises.

*b. Conclusion does not necessarily follow from premises.

[item type: Inconsistent AAA2]

Premises

Premise 1: All nuts are bictodes.

Premise 2: No rocks are bictodes.

Conclusion

No rocks are nuts.
 

*a. Conclusion necessarily follows from premises.

b. Conclusion does not necessarily follow from premises.

[item type: Consistent AEE2]

CART Scoring

Raw scores on this task range from 0 to 16. Guessing yields a score of 8. 

A pure validity bias and a pure believability bias result in scores of 8. Raw 

scores are translated into CART points as follows:

A raw score of 16 is scored as 8 CART points.

A raw score of 15 is scored as 7 CART points.

A raw score of 14 is scored as 6 CART points.

A raw score of 13 is scored as 5 CART points.

A raw score of 12 is scored as 4 CART points.
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A raw score of 11 is scored as 3 CART points.

A raw score of 10 is scored as 2 CART points.

A raw score of 9 is scored as 1 CART point.

A raw score of 8 or less is scored as 0 CART points.

Subtest: Ratio Bias

CART points: 5

Full Form: yes

Short Form: yes

Structure: There are fifteen items in this subtest: twelve scored items and 

three filler items (unscored) that are intermixed.

Presentation: Items are presented as a block.

Sample Items

The Marble Game: [Scored test item] Assume that you are presented with 

two trays of black and white marbles (pictured below). The small tray con-

tains 5 marbles. The large tray contains 100 marbles. The marbles inside 

each tray will be randomly mixed up, and you must draw out a single mar-

ble from one of the trays without looking. If you draw a black marble you 

win $5.
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In a real situation, which tray would you prefer to select a marble from?

a. Strongly prefer the small tray

b. Moderately prefer the small tray

c. Slightly prefer the small tray

d. Slightly prefer the large tray

e. Moderately prefer the large tray

f. Strongly prefer the large tray

The Marble Game: [Filler item] Assume that you are presented with two 

trays of black and white marbles (pictured below). The small tray con-

tains 10 marbles. The large tray contains 100 marbles. The marbles inside 

each tray will be randomly mixed up, and you must draw out a single mar-

ble from one of the trays without looking. If you draw a black marble you 

win $5.

In a real situation, which tray would you prefer to select a marble from?

a. Strongly prefer the small tray

b. Moderately prefer the small tray

c. Slightly prefer the small tray

d. Slightly prefer the large tray

e. Moderately prefer the large tray

f. Strongly prefer the large tray
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CART Scoring

The filler items, items number 2, 6, and 10 are not scored. The remaining 

items are scored as:

6 = Strongly prefer the small tray

5 = Moderately prefer the small tray

4 = Slightly prefer the small tray

3 = Slightly prefer the large tray

2 = Moderately prefer the large tray

1 = Strongly prefer the large tray

The twelve items are then summed to form a composite score. CART scor-

ing is then as follows:

Summed composite scores > 61 are scored as 5 points.

Summed composite scores > 55 and ≤ 61 are scored as 4 points.

Summed composite scores > 50 to ≤ 55 are scored as 3 points.

Summed composite scores > 45 and ≤ 50 are scored as 2 points.

Summed composite scores > 40 and ≤ 45 are scored as 1 point.

Summed composite scores of 40 or less are scored as 0 points.

Subtest: Disjunctive Reasoning

CART points: 5

Full Form: yes

Short Form: yes

Structure: There are six items on this subtest, with the “Ann is married or 

unmarried” problem discussed in the text being the last of the six items 

to appear.

Presentation: These items are not presented in a block, as is the case with 

many other subtests of the CART. Instead, the items on this subtest are 

dispersed throughout the CART or throughout one of the longer sub-

tests such as Scientific Reasoning.

Sample Item

A food warehouse ships boxes of fresh and frozen strawberries. Assume that 

your job is to make sure these boxes are stacked properly. A box of fresh 

strawberries should not touch a box of frozen strawberries, because direct 

contact with the colder box will cause the fresh strawberries to spoil. You 
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find a stack of three boxes of strawberries, where the top box contains fresh 

strawberries and the bottom box contains frozen strawberries. However, the 

middle box of strawberries has no label, and, thus contains either fresh or 

frozen strawberries. Is a box of fresh strawberries touching a box of frozen 

strawberries?

Fresh Strawberries

?

Frozen Strawberries

*a. Yes

b. No

c. Cannot be determined

CART Scoring

Raw scores on this task range from 0 to 6. Raw scores are translated into 

CART points as follows:

A raw score of 6 is scored as 5 CART points.

A raw score of 5 is scored as 4 CART points.

A raw score of 4 is scored as 3 CART points.

A raw score of 3 is scored as 2 CART points.

A raw score of 2 is scored as 1 CART point.

Raw scores of 0 or 1 are scored as 0 CART points.

Subtest: Avoidance of Framing

CART points: 6

Full Form: yes

Short Form: no

Structure: The Avoidance of Framing subtest of the CART comprises eleven 

pairs of items. Seven of the pairs are designed to assess risky choice 

framing and four of the pairs are designed to assess attribute framing.

Presentation: The twenty-two items are presented in two blocks of eleven 

items—with many other subtests intervening between the two blocks. 

Each block of eleven items contains one item from each pair. When 

the positive frame of an attribute framing pair appears in one block, 

the negative frame appears in the other block. Likewise, when the gain 

frame of a risky-choice pair appears in one block, the loss frame appears 
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in the other block. Positive frames and gain frames appear roughly 

equally in each of the two blocks.

Sample Item Pair

Part a. [Attribute framing—positive] You are planning an upcoming trip 

that requires that you to take a flight. You are evaluating possible airlines 

and a particular airline that you are evaluating reports that their flights are 

on time 88% of the time.

How favorable do you find this particular airline?

___ 1. Very favorable.

___ 2. Favorable.

___ 3. Slightly favorable.

___ 4. Slightly unfavorable.

___ 5. Unfavorable.

___ 6. Very unfavorable.

Part b. [Attribute framing—negative] You are planning an upcoming trip 

that requires that you to take a flight. You are evaluating possible airlines 

and a particular airline that you are evaluating reports that their flights are 

late 12% of the time. How favorable do you find this particular airline?

How favorable do you find this particular airline?

___ 1. Very favorable.

___ 2. Favorable.

___ 3. Slightly favorable.

___ 4. Slightly unfavorable.

___ 5. Unfavorable.

___ 6. Very unfavorable.

CART Scoring

For each pair, the problems were scored by subtracting their negative frame 

ratings (loss in risky choice and negative frame in attribute framing) from 

their corresponding positive frame ratings (gain in risky choice and positive 

frame in attribute framing). The standard framing effects observed most 

commonly in the literature will yield negative values. Reverse framing 
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effects will yield positive values. These positive values were all multiplied 

by –1 (+1 transformed to –1, +2 transformed to –2, etc.). The scores on the 

eleven items are then summed. The resulting negative composite sums are 

scored as follows:

Summed composite scores of 0 to –5 are scored as 6 points

Summed composite scores of –6 to –8 are scored as 5 points

Summed composite scores of –9 to –10 are scored as 4 points

Summed composite scores of –11 to –12 are scored as 3 points

Summed composite scores of –13 to –14 are scored as 2 points

Summed composite scores of –15 to –18 are scored as 1 point

Summed composite scores of –19 or less are scored as 0 points

Subtest: Avoidance of Anchoring

CART points: 3

Full Form: yes

Short Form: no

Structure: There are eight items in this subtest, each with a part a and part 

b that are presented together. There are four low anchors and four high 

anchors in the eight items.

Presentation: Items are presented as a block.

Sample Items

Correct answer is in brackets.

Part a. Is the distance from San Francisco to Hawaii more than 500 
miles? [Low anchor]

a. Yes

b. No

Part b. What do you think the distance from San Francisco to Hawaii 

is? ____ miles [2387 miles] Scoring for this item:

Score of 1 point if estimate is 1000 or more and 0 points if estimate is < 1000
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Part a. Is the duration of Mars’ orbit around Sun greater than 1500 
days? [High anchor]

a. Yes

b. No

Part b. What do you think the duration of Mars’ orbit around Sun is? 

____ days. [687 days] Scoring for this item:

Score of 1 point if estimate is < 1000 and > 50 and 0 points if estimate is ≥ 

1000 or ≤ 50.

CART Scoring

Summed raw scores of 5 to 8 are scored as 3 points

Summed raw scores of 3 and 4 are scored as 2 points

Summed raw score of 2 is scored as 1 point

Summed raw scores of 0 and 1 are scored as 0 points

Subtest: Avoidance of Preference Anomalies Subtest

CART points: 3

Full Form: yes

Short Form: no

Structure: The Avoidance of Preference Anomalies subtest of the CART 

comprises nine pairs of items. The total raw score on this subtest 

ranges from 0 to 10 because the omission bias item has a maximum 

of 2 points. The nine items on this subtest assess: the certainty effect 

in decision making; outcome bias; the undue weighting of the word 

“free” effect; omission bias; fairness reversals (two items) and “less-is-

more” effects (three items).

Presentation: Items are presented in two widely separated blocks with all a 

versions in block 1 and all b versions in block 2.
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Sample Item Pair
Part a. Data indicate that 786 of every 10,000 tourists in a particular 
country are the victims of a serious crime. Rate the following statement: 
“It is extremely dangerous for tourists to travel in that country.”

1 = Disagree strongly

2 = Disagree moderately

3 = Disagree slightly

4 = Agree slightly

5 = Agree moderately

6 = Agree strongly

Part b. Data indicate that 8.14% of the tourists in a particular country 
are the victims of a serious crime. Rate the following statement: “It is 
extremely dangerous for tourists to travel in that country.”

1 = Disagree strongly

2 = Disagree moderately

3 = Disagree slightly

4 = Agree slightly

5 = Agree moderately

6 = Agree strongly

Scoring for this item:

Scored 1 if b minus a rating was ≥ 0

Scored 0 if b minus a rating was < 0

CART Scoring

Summed raw scores of 7 to 10 are scored as 3 points

Summed raw scores of 6 are scored as 2 points

Summed raw scores of 4 and 5 are scored as 1 point

Summed raw scores of 0 to 3 are scored as 0 points

Subtest: Argument Evaluation

CART points: 5

Full Form: yes

Short Form: no
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Structure: The subject completes two separate sections: one assessing the 

degree of agreement with 23 focal propositions and another section in 

which the subject evaluates arguments relevant to the 23 propositions.

Presentation: The two parts of the subtest are separated by several other 

subtests.

Instructions and Sample Items

Part 1: Prior Opinion Instructions: Please indicate your degree of agree-

ment or disagreement with the following beliefs.

15.  Students should have a stronger voice than the general public in set-

ting university policies.

A=Strongly Disagree; B=Disagree; C=Agree; D=Strongly Agree

21.  Smoking should be banned in all enclosed public places.

A=Strongly Disagree; B=Disagree; C=Agree; D=Strongly Agree

Part 2: Evaluation Instructions: We are interested in your ability to 

evaluate counterarguments. First, you will be presented with a belief held 

by an individual named Dale. Following this, you will be presented with 

Dale’s premise or justification for holding this particular belief. A Critic will 

then offer a counterargument to Dale’s justification for the belief. (We will 

assume that the Critic’s statement is factually correct.) Finally, Dale will 

offer a rebuttal to the Critic’s counterargument. (We will assume that Dale’s 

rebuttal is also factually correct.) You are to evaluate the strength of Dale’s 

rebuttal to the Critic’s counterargument, regardless of your feeling about the 

original belief or Dale’s premise.

15.  Dale’s belief: Students should have a stronger voice than the general 

public in setting university policies.

Dale’s premise or justification for belief: Because students are the ones 

who must ultimately pay the costs of running the university through 

tuition, they should have a stronger voice in setting university policies.

Critic’s counterargument: Tuition covers less than one-half the cost of an 

education at most state universities (assume statement factually cor-

rect), so the taxpayers should have a stronger say in the policies.

Dale’s rebuttal to Critic’s counterargument: Because it is the students who 

are directly influenced by university policies (assume statement factu-

ally correct), they are the ones who should have the stronger voice.

[Experts’ Rating = Very Weak]
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Indicate the strength of Dale’s rebuttal to the Critic’s counterargument:

1=Very Weak; 2=Weak; 3=Strong; 4=Very Strong

21.   Dale’s belief: Smoking should be banned in all enclosed public places.

Dale’s premise or justification for belief: Smoking should be banned in 

all enclosed public places because even second-hand smoke poses a 

significant health risk to nonsmokers.

Critic’s counterargument: Since many smokers already refrain from smok-

ing in places where their second-hand smoke poses a health risk to oth-

ers (assume statement factually correct), it is unnecessary to severely 

restrict smoking locations.

Dale’s rebuttal to Critic’s counterargument: While it may be true that 

many smokers are considerate, it is equally true that many smokers 

are not so considerate (assume statement factually correct). Banning 

smoking would be an effective way to ensure that many of us won’t be 

subjected to the risks posed by second-hand smoke.

[Experts’ Rating = Very Strong]

Indicate the strength of Dale’s rebuttal to the Critic’s counterargument:

1=Very Weak; 2=Weak; 3=Strong; 4=Very Strong

CART Scoring

A separate regression should be run for each participant with the twenty-

three argument evaluation ratings as the criterion variable. The two pre-

dictor variables are the experts’ rating of the twenty-three items and the 

subject’s prior agreement with the twenty-three propositions. The regres-

sion for each subject results in two beta weights: one for the experts’ rating 

and one for the subject’s prior agreement. Only the former is scored for 

CART points. The beta weights for the experts’ rating are scored as follows:

Beta weights for experts’ rating ≥ 0.450 are scored as 5 points.

Beta weights for experts’ rating < 0.450 and ≥ 0.350 are scored as 4 points.

Beta weights for experts’ rating < 0.350 and ≥ 0.250 are scored as 3 points.

Beta weights for experts’ rating < 0.250 and ≥ 0.150 are scored as 2 points.

Beta weights for experts’ rating < 0.150 and > 0 are scored as 1 point.

Beta weights for experts’ rating ≤ 0 are scored as 0 points.
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Subtest: Knowledge Calibration

CART points: 6

Full Form: yes

Short Form: no

Structure: Part 1 consists of thirty-six knowledge calibration items using 

the two-choice method. It is followed by an aggregate estimate of per-

formance on the thirty-six items. Part 2 consists of fifteen knowledge 

calibration items using the confidence interval method. It is followed 

by an aggregate estimate of performance on the fifteen items.

Presentation: The two parts are run consecutively.

Sample Items
Part 1: Two-choice Probability Estimation

General Knowledge Questions Directions: In this task we would like 

you to answer a series of questions on a variety of different topics. Please 

indicate which answer is correct and indicate how certain you are of your 

answer on the probability scale below:

[asterisk indicates the correct answer]

The Open Door Policy required that

*a. No nation could claim exclusive trading rights in China.

b. Reporters must be allowed to observe the effects of the Chinese Cul-

tural Revolution.
 

100% chance that I answered correctly (I am certain)

90% chance that I answered correctly

80% chance that I answered correctly

70% chance that I answered correctly

60% chance that I answered correctly

50% chance that I answered correctly (I was just guessing)

Aggregate Estimation Question Of the 36 questions that you just 

answered, how many do you think you answered correctly? Remember, on 

multiple-choice items such as these, someone just guessing would expect 

to get 18 correct just by chance. How many do you think you answered 

correctly? ________
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Part 2: Confidence Interval Method

Estimation Task For each of the following items, your task is to make an 

estimation of some number, like “How old was President Obama when he 

was first elected?” However, instead of estimating an exact number, we ask 

that you give a range, such that you think there is a 90% chance that the 

correct answer lies somewhere in the range. That is, provide a low and high 

guess such that you are 90% sure that the correct answer falls between the 

two. In other words, give a range such that you would expect to be wrong 

only about one out of ten times.

[correct answer in brackets]

I am 90% confident that Elvis Presley’s age at the time of his death was 

somewhere between ___ years and ___ years. [42]

Aggregate Estimation Question Out of all 15 fill-in-blank questions you 

just answered, for how many of the 15 questions do you think the answer 

will turn out to be within the interval you gave? _______

CART Scoring

Part 1, two-choice, item-by-item calibration:

Calculate the mean percentage confidence judgment minus the mean per-

centage correct.

Difference scores of 2% or less are scored as 2

Difference scores > 2% and < 10% are scored as 1

Difference scores > 10% are scored as 0
 

Part 1, two-choice, aggregate calibration:

Calculate the aggregate estimate minus the number correct.

Difference scores of 0 or less are scored as 1

Difference scores > 0 are scored as 0
 

Part 2, interval, item-by-item calibration:

Number of hits ≥ 9 are scored as 2

Number of hits ≥ 6 and ≤ 8 are scored as 1

Number of hits < 6 are scored as 0
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Part 2, interval, aggregate calibration:

Calculate the aggregate estimate minus the number of hits.

Difference scores of 0 or less are scored as 1

Difference scores > 0 are scored as 0
 

CART score = total number of points on the two sections of part 1 and the 

two sections of part 2

Subtest: Rational Temporal Discounting

CART points: 7

Full Form: yes

Short Form: no

Structure: Part 1 of this subtest consists of two fixed-sequence titrations. 

The first is an ascending sequence involving a constant delayed reward 

of $100 in three months. Only those choices (twenty in total) involv-

ing immediate amounts of $90 and lower are scored. The second is a 

descending sequence involving a constant delayed reward of $2,000 in 

one year. Only those choices (eighteen in total) involving immediate 

amounts of $1600 and lower are scored.

Part 2 of the Temporal Discounting subtest is a thirty-one-item mea-

sure that asks participants to indicate the strength of their preference 

for either a smaller amount of money sooner or a larger amount of 

money later. The amounts and delays vary from item to item rather 

than being sequenced as in the titration method. Participants respond 

on a continuous scale rather than simply picking the smaller or larger 

amount. In twenty-six of the thirty-one items the delayed larger 

amount corresponded to a substantial annualized increase in value, 

which, on a simple interest basis would have resulted in value increases 

of between 44.7% and 346.7% if earned annually. Five of the items 

were filler items where the delayed larger amount corresponded to only 

relatively low percentage increases in value. These fillers were included 

so as to reduce response bias and demand characteristics favoring the 

large delayed reward. The filler items do not enter into the raw score.

Presentation: The two parts are run consecutively.
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Sample Items
Part 1

Temporal Discounting Staircase Increasing Imagine that you are offered 

a choice between receiving a specific amount of money now or $100 in 3 

months. Indicate your preference for each of the following:

1) $1 now or $100 in 3 months

2) $2.50 now or $100 in 3 months

3) $5 now or $100 in 3 months

4) $7.50 now or $100 in 3 months

5) $10 now or $100 in 3 months

6) $15 now or $100 in 3 months

7) $20 now or $100 in 3 months

8) $25 now or $100 in 3 months

9) $30 now or $100 in 3 months

10) $35 now or $100 in 3 months

11) $40 now or $100 in 3 months

12) $45 now or $100 in 3 months

13) $50 now or $100 in 3 months

14) $60 now or $100 in 3 months

15) $65 now or $100 in 3 months

16)  $70 now or $100 in 3 months

17) $75 now or $100 in 3 months

18) $80 now or $100 in 3 months

19) $85 now or $100 in 3 months

20) $90 now or $100 in 3 months

21) $92.50 now or $100 in 3 months

22) $95 now or $100 in 3 months

23) $97.50 now or $100 in 3 months

24) $99 now or $100 in 3 months

25) $99.50 now or $100 in 3 months

Temporal Discounting Staircase Decreasing: Imagine that you are offered 

a choice between receiving a specific amount of money now or $2,000 in  

1 year. Indicate your preference for each of the following:

1) $1,990 now or $2,000 in 1 year

2) $1,980 now or $2,000 in 1 year
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3) $1,950 now or $2,000 in 1 year

4) $1,900 now or $2,000 in 1 year

5) $1,850 now or $2,000 in 1 year

6) $1,800 now or $2,000 in 1 year

7) $1,700 now or $2,000 in 1 year

8) $1,600 now or $2,000 in 1 year

9) $1,500 now or $2,000 in 1 year

10) $1,400 now or $2,000 in 1 year

11) $1,300 now or $2,000 in 1 year

12) $1,200 now or $2,000 in 1 year

13) $1,000 now or $2,000 in 1 year

14) $900 now or $2,000 in 1 year

15) $800 now or $2,000 in 1 year

16) $700 now or $2,000 in 1 year

17) $600 now or $2,000 in 1 year

18) $500 now or $2,000 in 1 year

19) $400 now or $2,000 in 1 year

20) $300 now or $2,000 in 1 year

21) $200 now or $2,000 in 1 year

22) $150 now or $2,000 in 1 year

23) $100 now or $2,000 in 1 year

24) $50 now or $2,000 in 1 year

25) $20 now or $2,000 in 1 year

Part 2
Temporal Discounting Mixed Questionnaire Directions: For the next set 

of items, imagine that you are offered a choice between receiving a specific 

amount of money sooner or a larger amount later. Your choice would prob-

ably depend on how much greater the later amount is, and how long you 

would have to wait to get the larger amount. For example, you probably 

would prefer receiving $500 right now rather than receiving $501 in 12 

months. You also would prefer receiving $500 in 1 week rather than receiv-

ing $25 right now.

If you had a choice, would you prefer $340 now or $400 in 4 months?

a. Very strongly prefer $340 now

b. Strongly prefer $340 now

c. Prefer $340 now
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d. Prefer $400 in 4 months

e. Strongly prefer $400 in 4 months

f. Very strongly prefer $400 in 4 months

CART Scoring

Part 1, $100 staircase increasing:

Only the first twenty items are scored, 1 each for choosing the delayed 

reward.

Summed raw scores of 20 scored as 2 CART points

Summed raw scores of 16–19 scored as 1 CART point

Summed raw scores of 15 or less scored as 0 CART points
 

Part 1, $2000 staircase decreasing:

Only the last eighteen items are scored, 1 each for choosing the delayed 

reward.

Summed raw scores of 18 scored as 2 CART points

Summed raw scores of 13–17 scored as 1 CART point

Summed raw scores of 12 or less scored as 0 CART points
 

Part 2, mixed temporal discounting questionnaire:

Only the twenty-six nonfiller items are scored.

Scale is scored: f = 6, e = 5, d = 4, c = 3, b = 2, a = 1.

Summed raw scores of 97 and above scored as 3 points

Summed raw scores > 86 and < 97 are scored as 2 points

Summed raw scores > 72 and ≤ 86 are scored as 1 point

Summed raw scores ≤ 72 are scored as 0 points
 

CART score = total number of points on the two sections of part 1 and  

part 2

Subtest: Probabilistic Numeracy

CART points: 9

Full Form: yes

Short Form: yes

Structure: There are nine items in this subtest. The raw number of correct 

on this subtest is also the number of points on the CART.

Presentation: Items are presented as a block.
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Sample Items

For a person over age 60, the chances of getting shingles at some time in 

their life is 0.06. Out of 30,000 people, over age 60, about how many of 

them can be expected to get shingles? ______ [1,800]

Imagine that an unvaccinated person has a 10% chance of getting the flu 

and that the flu vaccine is 80% effective in preventing the flu. What are the 

chances that a person who has had the vaccine will still get the flu? ______ 

[2%]

Subtest: Financial Literacy and Economic Knowledge

CART points: 10

Full Form: yes

Short Form: no

Structure: This is a twenty-seven-item subtest of multiple-choice items (with 

one exception) that assess knowledge of such concepts as: diversifica-

tion, compounding, government regulations, investment instruments, 

financial terminology, interest rates, supply/demand logic, pyramid 

schemes, government debt, risk/reward relationships, mutual funds, 

savings vehicles, liquidity, taxes, bonds, credit card debt, exponential 

growth, and sunk costs. Each item is simply scored correct or incorrect, 

resulting in total raw scores that vary from 0 to 30 (item 22 has four 

subitems).

Presentation: Items are presented as a block.

Sample Items

The advantage of diversification when investing is that:

a. Diversification guarantees the maximum return.

b. Diversification guarantees against loss.

*c. Diversification reduces risk.

d. Diversified investments are government guaranteed.

e. Diversified investments reduce tax liability.

f. All of the above

Which of the following is the most liquid asset?

a. A $200,000 home with a paid-off mortgage

b. A $300,000 condo with a mortgage
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c. A $1000 certificate of deposit

d. 500 shares of a stock worth $10,000

*e. $500 in a checking account

f. A used car worth $1,500

CART Scoring

Raw score is the number correct out of 30 (item #22 has four parts).

Summed raw scores > 23 are scored as 10 CART points.

Summed raw scores of 22 and 23 are scored as 9 CART points.

Summed raw scores of 20 and 21 are scored as 8 CART points.

Summed raw scores of 19 are scored as 7 CART points.

Summed raw scores of 18 are scored as 6 CART points.

Summed raw scores of 16 and 17 are scored as 5 CART points.

Summed raw scores of 15 are scored as 4 CART points.

Summed raw scores of 13 and 14 are scored as 3 CART points.

Summed raw scores of 11 and 12 are scored as 2 CART points.

Summed raw scores of ≥ 8 and ≤ 10 are scored as 1 CART point.

Summed raw scores of < 8 are scored as 0 CART points.

Subtest: Sensitivity to Expected Value

CART points: 5

Full Form: yes

Short Form: no

Structure: This subtest consists of twenty items involving choices between 

gambles. Typically, the higher expected value option was at least 25 

percent more valuable than the alternative. The raw score is simply 

the number of times out of twenty that the subject chooses the higher 

expected value option.

Presentation: Items are presented as a block.

Sample Items

The two values in the first bracket represent the expected values (EV) of a 

and b, respectively.

The two values in the second bracket represent EVa/EVb and EVb/EVa, 

respectively.
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Which gamble would you prefer?

a. Gamble A has a 30% chance of winning $2,000 and a 70% chance of 

winning $50.

*b. Gamble B has a 30% chance of winning $400 and a 70% chance of win-

ning $1,100.

[$635.00; $890.00] [0.71; 1.40]

Which gamble would you prefer?

*a. Gamble A has a 20% chance of winning $100 and an 80% chance of 

winning $5.

b. Gamble B has a 20% chance of winning $20 and an 80% chance of 

winning $6.

[$24.00; $8.80] [2.73; 0.37]

Which gamble would you prefer?

*a. Gamble A has a 5% chance of winning $120 and a 95% chance of win-

ning $6.

b. Gamble B has a 5% chance of winning $30 and a 95% chance of win-

ning $8.

[$11.70; $9.10] [1.29; 0.78]

Which gamble would you prefer?

a. Gamble A is a 100% chance of winning 50 cents

*b. Gamble B has a 50% chance of winning $1.78 and a 50% chance of 

winning nothing.

[$0.50; $0.89] [0.57; 1.74]

CART Scoring

Summed composite scores of 19 and 20 are scored as 5 points.

Summed composite scores of 17 and 18 are scored as 4 points.

Summed composite scores of 15 and 16 are scored as 3 points.

Summed composite scores of 13 and 14 are scored as 2 points.

Summed composite scores of 11 and 12 are scored as 1 point.

Summed composite scores of 10 or less are scored as 0 points.
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Subtest: Risk Knowledge

CART points: 3

Full Form: yes

Short Form: no

Structure: The Risk Knowledge subtest consists of fourteen items in which 

the subject chooses which of two causes of death is more likely. The 

total raw score on this subtest thus ranges from 0 to 14.

Presentation: Items are presented as a block.

Sample Items

Consider all the people now living in the United States—children, adults, 

everyone. Which cause of death is more likely?

a. Homicide

*b. Diabetes

Consider all the people now living in the United States—children, adults, 

everyone. Which cause of death is more likely?

a. Tornado

*b. Fall from a ladder

Consider all the people now living in the United States—children, adults, 

everyone. Which cause of death is more likely?

*a. Bicycle-related

b. Commercial airplane crash

Consider all the people now living in the United States—children, adults, 

everyone. Which cause of death is more likely?

a. Shark attack

*b. Hornet, wasp, or bee bite

CART Scoring

Summed composite scores ≥ 10 are scored as 3 points

Summed composite scores of 8 and 9 are scored as 2 points

Summed composite scores ≥ 5 and < 8 are scored as 1 point

Summed composite scores of 4 or less are scored as 0 points
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Subtest: Superstitious Thinking

CART points: 5

Full Form: yes

Short Form: yes

Structure: The Superstitious Thinking subtest consists of twelve items 

which assesses belief in a variety of superstitious and paranormal ideas 

such as astrology, psychokinesis, luck in general, mind reading, lucky 

numbers and possessions, unlucky objects, horoscopes, and predicting 

the future. The response scale is a six point scale with no neutral point  

that is scored as follows: strongly disagree (1), disagree moderately 

(2), disagree slightly (3), agree slightly (4), agree moderately (5), agree 

strongly (6).

Presentation: These items are intermixed with the items on the four think-

ing dispositions scales and the Dysfunctional Beliefs subtest.

Sample Items

A person’s thoughts can influence the movement of a physical object.

Astrology can be useful in making personality judgments.

Mind reading is not possible (R).

(R) indicates item that is reverse scored.

CART Scoring

Summed composite scores ≤ 20 are scored as 5 points.

Summed composite scores > 20 and ≤ 27 are scored as 4 points.

Summed composite scores > 27 to ≤ 32 are scored as 3 points.

Summed composite scores > 32 and ≤ 37 are scored as 2 points.

Summed composite scores > 37 and ≤ 42 are scored as 1 point.

Summed composite scores > 42 are scored as 0 points.

Subtest: Antiscience Attitudes

CART points: 5

Full Form: yes

Short Form: yes

Structure: The Antiscience Attitudes subtest consists of thirteen items. The 

response scale is a six-point scale with no neutral point that is scored as 
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follows: strongly disagree (1), disagree moderately (2), disagree slightly 

(3), agree slightly (4), agree moderately (5), agree strongly (6).

Presentation: Items are presented as a block.

Sample Items

The fact that scientists often disagree about a topic shows that science 

involves the personal opinions of scientists more than actual evidence.

I don’t place great value on “scientific facts,” because scientific facts can be 

used to prove almost anything.

When science conflicts with conventional wisdom, it is usually science that 

is correct. (R)

When a scientific finding conflicts with my intuitions, I would rely on my 

intuitions.

(R) indicates item that is reverse scored.

CART Scoring

Summed composite scores ≤ 32 are scored as 5 points.

Summed composite scores > 32 and ≤ 37 are scored as 4 points.

Summed composite scores > 37 to ≤ 40 are scored as 3 points.

Summed composite scores > 40 and ≤ 43 are scored as 2 points.

Summed composite scores > 43 and ≤ 46 are scored as 1 point.

Summed composite scores > 46 are scored as 0 points.

Subtest: Conspiracy Beliefs

CART points: 10

Full Form: yes

Short Form: yes

Structure: The Conspiracy Beliefs subtest consists of twenty-four target 

items that assessed many commonly studied conspiracies: the assassi-

nation of President John F. Kennedy, the 9/11 attacks, fluoridation, the 

moon landing, pharmaceutical industry plots, the spread of AIDS, oil 

industry plots, and Federal Reserve conspiracies. Five extra filler items 

(termed the justified belief items) are included that actually did involve 

collusion on the part of corporations or government. These items are 

not scored. The response scale is a six-point scale with no neutral point 

that is scored as follows: strongly disagree (1), disagree moderately 
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(2), disagree slightly (3), agree slightly (4), agree moderately (5), agree 

strongly (6).

Presentation: Items are presented as a block.

Instructions and Sample Items

This questionnaire lists a series of statements about various topics. Read 

each statement and decide whether you agree or disagree with each state-

ment. Mark the alternative that best describes your opinion. There are no 

right or wrong answers, so do not spend too much time deciding on an 

answer. The first thing that comes to mind is probably the best response.

High-level US government operatives knew ahead of time that the 9/11 

attack on the World Trade Center was about to occur.

Evidence that certain childhood vaccinations can cause autism has been 

covered up and suppressed by powerful and greedy pharmaceutical 

companies.

US tobacco companies conspired to hide evidence that smoking tobacco 

caused lung cancer. [justified belief item; not scored]

Public health officials who advocate the fluoridation of public drinking 

water supplies have concealed important scientific evidence about the 

serious health problems caused by drinking fluoridated water.

Mind-controlling technology has secretly been built into television broad-

cast signals.

The pharmaceutical industry has conspired with the medical industry to 

fabricate new diseases in order to make money.

CART Scoring

The five justified beliefs items are not scored. The summed composite scores 

of the remaining twenty-four target conspiracy items are scored as follows:

Summed composite scores ≤ 37 are scored as 10 points.

Summed composite scores > 37 and ≤ 41 are scored as 9 points.

Summed composite scores > 41 to ≤ 45 are scored as 8 points.

Summed composite scores > 45 and ≤ 51 are scored as 7 points.

Summed composite scores > 51 and ≤ 56 are scored as 6 point.

Summed composite scores > 56 and ≤ 62 are scored as 5 points.

Summed composite scores > 62 to ≤ 67 are scored as 4 points.

Summed composite scores > 67 and ≤ 74 are scored as 3 points.
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Summed composite scores > 74 and ≤ 78 are scored as 2 points.

Summed composite scores > 78 and ≤ 83 are scored as 1 point.

Summed composite scores > 83 are scored as 0 points.

Subtest: Dysfunctional Personal Beliefs

CART points: 5

Full Form: yes

Short Form: yes

Structure: The Dysfunctional Personal Beliefs subtest consists of nine 

items. The response scale is a six-point scale with no neutral point that  

is scored as follows: strongly disagree (1), disagree moderately  

(2), disagree slightly (3), agree slightly (4), agree moderately (5), agree 

strongly (6).

Presentation: These items are intermixed with the items on the four think-

ing dispositions scales and the Superstitious Thinking subtest.

Sample Items

I worry a lot that I am unlikable.

I don’t worry about the things that I can’t control. (R)

I’m good at getting over things that upset me. (R)

(R) indicates items that are reverse scored.

CART Scoring

Summed composite scores ≤ 24 are scored as 5 points.

Summed composite scores > 24 and ≤ 28 are scored as 4 points.

Summed composite scores > 28 to ≤ 31 are scored as 3 points.

Summed composite scores > 31 and ≤ 34 are scored as 2 points.

Summed composite scores > 34 and ≤ 38 are scored as 1 point.

Summed composite scores > 38 are scored as 0 points.

Actively Open-Minded Thinking Scale

Percentile ranks in two different samples are reported in table 13.14.

Full Form: yes

Short Form: yes
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Structure: The Actively Open-Minded Thinking scale consists of thirty 

items that are summed to derive a total score. The response scale is a 

six-point scale with no neutral point that is scored as follows: strongly 

disagree (1), disagree moderately (2), disagree slightly (3), agree slightly 

(4), agree moderately (5), agree strongly (6).

Presentation: These items are intermixed with the items on the other three 

thinking dispositions scales and the Superstitious Thinking subtest and 

the Dysfunctional Personal Beliefs subtest.

Sample Items

If a belief suits me then I am comfortable, it really doesn’t matter if the 

belief is true. (R)

One should disregard evidence that conflicts with your established beliefs. 

(R)

It is important to persevere in your beliefs even when evidence is brought 

to bear against them. (R)

Difficulties can usually be overcome by thinking about the problem, rather 

than through waiting for good fortune.

Certain beliefs are just too important to abandon no matter how good a 

case can be made against them. (R)

Beliefs should always be revised in response to new information or evidence.

I like to gather many different types of evidence before I decide what to do.

(R) indicates items that are reverse scored.

Deliberative Thinking Scale

Percentile ranks in two different samples are reported in table 13.14.

Full Form: yes

Short Form: no

Structure: The Deliberative Thinking Scale consists of sixteen items that are 

summed to derive a total score. The response scale is a six-point scale 

with no neutral point that is scored as follows: strongly disagree (1), 

disagree moderately (2), disagree slightly (3), agree slightly (4), agree 

moderately (5), agree strongly (6).

Presentation: These items are intermixed with the items on the other three 

thinking dispositions scales and the Superstitious Thinking subtest and 

the Dysfunctional Personal Beliefs subtest.
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Sample Items

I enjoy mentally challenging tasks.

I avoid tasks that require a lot of hard thinking. (R)

It’s fun to find more than one way to solve problems.

(R) indicates items that are reverse scored.

Future Orientation Scale

Percentile ranks in two different samples are reported in table 13.14.

Full Form: yes

Short Form: no

Structure: The Future Orientation Scale consists of fourteen items that are 

summed to derive a total score. The response scale is a six-point scale 

with no neutral point that is scored as follows: strongly disagree (1), 

disagree moderately (2), disagree slightly (3), agree slightly (4), agree 

moderately (5), agree strongly (6).

Presentation: These items are intermixed with the items on the other three 

thinking dispositions scales and the Superstitious Thinking subtest and 

the Dysfunctional Personal Beliefs subtest.

Sample Items

I don’t like to spend a lot of time planning for things that may happen in 

the future. (R)

Things that I do today are influenced a lot by what I think the future will 

be like.

I don’t worry about things that won’t happen for several years, because the 

future usually takes care of itself. (R)

I think that it is important to plan for things that are still years away.

(R) indicates items that are reverse scored.

Differentiation of Emotions Scale

Percentile ranks in two different samples are reported in table 13.14.

Full Form: yes

Short Form: no

Structure: The Differentiation of Emotions Scale consists of fourteen items 

that are summed to derive a total score. The response scale is a six-

point scale with no neutral point that is scored as follows: strongly 
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disagree (1), disagree moderately (2), disagree slightly (3), agree slightly 

(4), agree moderately (5), agree strongly (6).

Presentation: These items are intermixed with the items on the other three 

thinking dispositions scales and the Superstitious Thinking subtest and 

the Dysfunctional Personal Beliefs subtest.

Sample Items

I am often confused about my emotional states. (R)

My emotions are sometimes so mixed up that I don’t know how I am feel-

ing. (R)

I am good at describing what emotional state I am in.

(R) indicates items that are reverse scored.



Notes

1  Definitions of Rationality in Philosophy, Cognitive Science, and Lay 
Discourse

1.  Or perhaps, given the discussion in the preface, we should say “good thinking of 

a type that is not assessed on IQ tests.”

2  Rationality, Intelligence, and the Functional Architecture of the Mind

1.  Technically,  the CHC theory is an integration of Carroll’s  three-stratum theory 

(Carroll,  1993)  and  the  Cattell—Horn  Gf-Gc  theory  (Horn  &  Cattell,  1967).  See 

McGrew (2009) for the history of the integration. For the purposes of our discussion 

here,  we  retain  the  older  term  “crystallized  intelligence”  for  Gc,  rather  than 

“comprehension-knowledge.”

2.  We will see later in this chapter that some individuals have practiced normative 

thinking to a level where it can begin to execute automatically, which is a compli-

cating factor when interpreting responses to heuristics and biases tasks.

3.  To attenuate the proliferation of nearly identical theories, Stanovich (1999) sug-

gested the more generic terms System 1 and System 2. Although these terms have 

become popular, they are somewhat infelicitous, in their connotation that the two 

processes in dual-process theory map explicitly to two distinct brain systems. This is 

a  stronger  assumption  than  most  theorists  wish  to  make.  Additionally,  the  term 

“System 1” is really a misnomer because it implies that what is being referred to is a 

singular system. In fact, the term should be plural because it refers to a set of systems 

in  the  brain.  Stanovich  (2004)  suggested  the  acronym  TASS  (standing  for  “The 

Autonomous Set of Systems”) to describe what is actually a heterogeneous set. For 

similar  reasons, Evans  (2008) has  suggested a  terminology of “Type 1” processing 

versus “Type 2” processing to mark autonomous versus nonautonomous processing. 

The Type 1 terminology signals that autonomous processing might result from the 

operations of a variety of different subsystems. For these reasons, we will rely most 

heavily on  the Type 1/Type 2  terminology  in  this  volume,  although occasionally 
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when it is felicitous we will use the System 1/System 2 terminology. As Kahneman 

(2011) has shown in his best-selling volume, System 1/System 2 can sometimes be 

preferable for pedagogical and rhetorical reasons, and as long as the caveats in this 

endnote are kept in mind, no harm is done by using this alternative terminology. 

We will also use an even earlier terminology due to Evans (1984, 1989)—“heuristic” 

versus “analytic” processing—when it is felicitous to do so.

4.  It is extremely important to point out a critical caveat here to our statement that 

intelligence tests do not focus on Type 1 processing. More accurately, we could have 

said  that  intelligence  tests do not  focus on  the nonlearned  components of Type 1 

processing. For example, they do not attempt to tap the functioning of evolution-

arily  instantiated  modules  (face  recognition,  three-dimensional  perception,  etc.). 

These are not strongly influenced by learning. However,  intelligence tests will  tap 

into acquired knowledge that has been practiced to automaticity. That is, they will 

tap overly practiced strategies that have been used by Type 2 processing a number of 

times and have now become highly compiled so that they can trigger autonomously 

in the manner of Type 1 processing. In these cases, the online processing during the 

taking of the intelligence test might be of the Type 1 class, but in fact the IQ test is 

really picking up the historical effects of Type 2 processing. This distinction between 

online processing versus the historical effects of multiple trials of Type 2 processing 

can clarify much of the confusion regarding how dual-process models explain per-

formance on heuristics and biases tasks. In chapter 3 we will discuss in further detail 

the importance of this distinction and how it complicates the interpretation of per-

formance on the tasks used to assess rational thinking.

5.  On levels of analysis in cognitive science, see Anderson (1990, 1991), Bermudez 

(2001), Dennett (1978, 1987), Love (2015), Marr (1982), Oaksford and Chater (1995), 

Sloman and Chrisley (2003), and Sterelny (1990). The terms for the levels of analysis 

are diverse. For a discussion of the arguments behind our choice of the term algo-

rithmic, see Stanovich (1999, 2004).

6.  This example also helps to contextualize our use of the term “reflective.” Obvi-

ously,  given  this  example  involving  suicide,  we  do  not  wish  to  imply  that  goals 

associated with  the  reflective mind necessarily exemplify wisdom or prudence.  In 

fact, as in this example, sometimes the reflective mind is not well reflective. Our use 

of  the  term refers only  to  the necessity of  employing  intentional-level goal  states 

(and belief states) to describe behavior (see Stanovich, 1999). Those goals and beliefs 

can lead to irrational as well as rational outcomes.

3  Overcoming Miserly Processing: Detection, Override, and Mindware

1.  Although  such  a  situation  would  raise  the  issue  of  why  we  developed  Type  2 

capabilities in the first place! Evans (2010) essentially reiterates this humorous point 

in  his  discussion  of  several  popular  authors  like  Gladwell  (2005)  and  Gigerenzer 
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(2007)  who  have  championed  automatic  processing—or  at  least  questioned  the 

necessity of fully analytic Type 2 processing. Evans argues that “these authors claim, 

or come very close to claiming, that intuition is king and that we are better off not 

trying to second-guess its powers with conscious reasoning. We might call this the 

‘no minds’ position, as these fashionable views are in strong conflict with the two 

minds hypothesis that I am advocating in this book. Why on earth would humans 

have evolved their unique reflective minds if we were better off never using them?” 

(2010, p. 94).

2.  It  is  critically  important  to  note  that  all  of  these  figures  are  task  specific  for  a 

given subject. The degree of instantiation of mindware will vary from task to task.

3.  Research continues apace on the important issue of specifying in more detail the 

nature of miserly processing (De Neys 2014; De Neys & Glumicic, 2008; Pennycook, 

Fugelsang, & Koehler, 2015; Thompson, 2014; Thompson et al., 2011). For example, 

Mata, Schubert, and Ferreira (2014) have shown, through the use of a change detec-

tion paradigm,  that a  component of miserly processing  is  the  failure  to  represent 

critical aspects of the information in the problem itself at the very outset of process-

ing. The theoretical controversies remaining to be resolved are scientifically interest-

ing but do not have implications for the design of the CART.

4.  The degree of awareness of conflicting responses in heuristics and biases tasks is a 

topic of intense research interest. De Neys’s research group (De Neys, 2014; De Neys 

& Franssens, 2009; De Neys & Glumicic, 2008; De Neys, Moyens, & Vansteenwegen, 

2010) has used decision latencies, unannounced recall, and autonomic arousal mea-

sures to show that registration of conflict occurs at some level of the brain in some 

tasks and for some subjects even when the nonnormative response is given. How-

ever, Mata, Ferreira,  and Sherman  (2013) and Mata,  Schubert,  and Ferreira  (2014) 

have shown that the metacognitive awareness of  this conflict  is at a very shallow 

level. Again, the eventual resolution of such theoretical controversies would have no 

design implications for the CART.

5.  Stupple,  Gale,  and  Richmond  (2013)  point  out  that  a  similar  argument  even 

holds for items on the CRT, although perhaps with somewhat less intense override 

requirements: “Detecting the error in the heuristic response to the CRT is arguably 

only the first step towards solving the problems in the CRT. Working out the correct 

response is likely to involve working memory demand, for example, when partici-

pants consider the candidate values for the ball and then concurrently calculate the 

total value of the bat and the ball” (p. 2).

6.  Some  of  our  own  earlier  writings  on  taxonomies  of  heuristics  and  biases  tasks 

suggested too strong a split between process and content. For example, our use of 

the terms “fluid rationality” and “crystallized rationality” (by analogy to the CHC 

theory of  intelligence)  in previous publications (e.g., Stanovich, 2011) suggested a 

process—content split similar to that in the intelligence domain. That analogy is too 
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forced to be carried over into the domain of rational thinking. We have since aban-

doned that terminology—which tends to obscure the intimate connection between 

process and content in rational thinking tasks.

5  Probabilistic and Statistical Reasoning

1.  The acronym RT58 refers to a specific study of rational thinking run in our labo-

ratory, in this case unpublished. Published studies we refer to by using the appropri-

ate  APA  citation  method  (e.g.,  Smith  &  Jones,  1950).  To  keep  track  of  the  many 

unpublished studies in our laboratory, we will adopt for the rest of the volume the 

acronym  style  RT-number  to  identify  different  unpublished  studies.  The  format 

RT-number  is used  for  lab  studies using university  subjects,  and  the  format Turk-

number  is  used  for  studies  run  on  the  Amazon  Mechanical  Turk.  Our  published 

studies have been run at James Madison University, the University of Toronto, and 

York University. However, all of the unpublished studies with the RT label that we 

report here were run at James Madison University.

6  Scientific Reasoning

1.  We have changed the name of the disease from Digirosa in the original Doherty 

and Mynatt (1990) paper to Tigirosa to avoid confusion with the D in the Bayes’ rule 

formula.

2.  In our original study using this paradigm (Stanovich & West, 1998d) we used a 

two-part method in which subjects first gave their opinion about the presence of a 

relationship between two real-life variables and then evaluated the data (the study 

used twenty-five 2 × 2 contingency tables). To analyze the data from this two-part 

paradigm,  we  used  a  regression  procedure  similar  to  that  to  be  described  for  the 

Argument of Evaluation subtest in chapter 8. Specifically, we regressed the subjects’ 

evaluation of the data on ∆p and their prior opinion about the relationship in ques-

tion. We then used  the beta weight  for ∆p  from each subject’s  regression as  their 

score on this measure. Although this procedure is an elegant method for separating 

out data evaluation from prior agreement, we do not use it in the final version of the 

CART. This is because in studies subsequent to our first one, we have not found a 

substantial beta weight for prior agreement as we did in our 1998 study. Of course, 

the logic of the regression analysis is that if the beta weights for agreement are barely 

different from zero, then the beta weight for the ∆p variable in the regression will be 

not much different from the raw correlation between the evaluation of the data and 

∆p. Indeed, the more complex regression measure is correlated above 0.98 with the 

simpler  index  of  just  examining  the  zero-order  correlation  between  ∆p  and 

data  evaluation  (that  is,  the  correlation,  individually  calculated  for  each  subject, 

between the contingency evaluation for that item and the ∆p of that item across all 
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twenty-five items). Thus, little is gained from the more complex regression analysis 

conducted in our 1998 study.

7  Avoidance of Miserly Information Processing: Direct Tests

1.  For information on performance on this item and others, see the substantial lit-

erature on syllogisms where the validity of the syllogism conflicts with the believ-

ability  of  the  conclusion  (see,  e.g.,  De  Neys,  2006b;  Dias,  Roazzi,  &  Harris,  2005; 

Evans, 2002, 2007a; Evans, Barston, & Pollard, 1983; Evans & Curtis-Holmes, 2005; 

Evans  &  Feeney,  2004;  Goel  &  Dolan,  2003;  Markovits  &  Nantel,  1989;  Sá  et  al., 

1999; Simoneau & Markovits, 2003).

2.  Indeed,  in  further unpublished work we have examined a  syllogistic  reasoning 

paradigm with three response alternatives, two conclusions, and a third alternative 

where neither conclusion follows. So a typical item of this type might be presented 

as follows:

Premise 1: All hammertops are good for the health.

Premise 2: All cigars are hammertops.

Which conclusion necessarily follows:

*a.  All cigars are good for the health.

b.  No cigars are good for the health.

c.  Neither conclusion above necessarily follows.

This paradigm showed a  robust belief bias effect and correlations  similar  to  those 

obtained with our two response version. However, it is cognitively more difficult for 

the subjects and takes 30 to 40 percent more time to complete. For that reason, we 

have opted for the two-alternative version.

3.  Note that the scoring system used by Teovanović, Knežević, and Stankov (2015) 

has  the  same  unfortunate  implication  as  scoring  only  inconsistent  items.  They 

scored the responses to each pair of items as biased if, and only if, the participant 

indicated a correct answer on a consistent item and an incorrect answer on a corre-

sponding  inconsistent  item. Unfortunately,  this procedure controls  for  the believ-

ability bias but not the validity bias.

4.  Reyna  and  colleagues  (Reyna,  1991,  2004;  Reyna  &  Brainerd,  2008)  have  pub-

lished several important papers on ratio bias and its research history.

8  Avoidance of Miserly Information Processing: Indirect Effects

1.  The  literature  cited  in  this note  covers many of  the different  types of  framing 

effects that have been studied, some of the controversies surrounding interpreting a 

result as a legitimate framing effect, practical applications, and work on individual 

differences and developmental effects (Epley, Mak, & Chen Idson, 2006; Highhouse 
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& Paese, 1996; Kahneman & Tversky, 1984, 2000; Kuhberger, 1998; Levin & Gaeth, 

1988; Levin et al., 1998; Mahoney et al., 2011; Maule & Villejoubert, 2007; Reyna & 

Ellis, 1994; Schoorman et al., 1994; Sher & McKenzie, 2006).

2.  A structural equation model combining the four cognitive ability measures into a 

latent variable resulted in a correlation of 0.32 between the latent cognitive ability 

variable and a latent variable of framing avoidance. This value is closer to the corre-

lations obtained by Bruine de Bruin et al.  (2007) using their thirteen-pair framing 

test (0.37 with Raven’s Matrices and 0.30 with the Nelson-Denny Reading Compre-

hension  Test).  Parker  and  Fischhoff’s  (2005)  five-pair  framing  measure  correlated 

0.29 with the vocabulary subtest of  the WISC-R and 0.24 with an executive func-

tioning measure.

3.  The  anchoring  literature  is  enormous  (Brewer  &  Chapman,  2002;  Critcher  & 

Gilovich, 2008; Dowd, Petrocelli, & Wood, 2014; Frederick & Mochon, 2012; Furn-

ham & Boo, 2011; Jacowitz & Kahneman, 1995; Jasper & Chirstman, 2005; LeBoeuf 

& Shafir, 2006; Mussweiler & Englich, 2005; Mussweiler, Englich, & Strack, 2004; 

Simmons,  LeBoeuf,  &  Nelson,  2010;  Wilson,  Houston,  Etling,  &  Brekke,  1996). 

Between-subjects anchoring effects have shown little correlation with cognitive abil-

ity (Bergman et al., 2010; Furnham et al., 2012; Oechssler et al., 2009; Stanovich & 

West, 2008b; Welsh et al., 2014).

4.  The  less-is-more  context  effect  by  Slovic  and  colleagues  to  be  discussed  below 

provides another example. Several studies have shown types of this effect (see Bar-

tels, 2006; Slovic, Finucane, Peters, & MacGregor, 2002; Slovic & Peters, 2006).

5.  In the same study, we also tried out within-subjects methods for measuring indi-

vidual differences in anchoring. For example, we gave the companion item for each 

item in a second block completed much later in the study. We examined anchoring 

indices  involving  the  second block, but did not  find  them promising  enough  for 

inclusion in the CART. For example, a parallel scoring system used on block 2 did 

not result in greater reliability or correlations with other measures than did the raw 

score on block 1. We also scored each subject for consistency across blocks 1 and 2. 

This  measure  displayed  low  correlations  with  anchoring  performance  on  block  1 

and minimal correlations with other variables. Therefore, we did not pursue other 

within-subjects methods further.

6.  Under the present conception, it might then be a little misleading to say, as does 

the currently popular view  in decision science,  that preferences are “constructed” 

(which implies, wrongly, that they must be built from scratch). Instead, it might be 

more accurate for decision science to move to the phrasing “preferences result from 

sampling based on decision-relevant retrieval cues.” Just as it was not correct for the 

classical model to assume the existence of well-ordered, easily retrievable preferences 

that merely had to be called up in any choice situation, it is probably a mistake to 
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say that failure to adhere to the axioms that follow from such an assumption neces-

sarily means that there are no such things as preferences.  It may be premature to 

conclude  that  “if  different  elicitation  procedures  produce  different  orderings  of 

options, how can preferences be defined and in what sense do they exist?” (Slovic, 

1995, p. 364) or  that “perhaps … there exists nothing  to be maximized”  (Krantz, 

1991, p. 34). There may well be network totals in our brains that, in theory, could 

define a set of fully rational responses. It is just that the full network totals are not 

available to the analytic processor that is determining our choices. The information 

relevant to our preferences is spread out in a connectionist network and that infor-

mation is subject to variable sampling.

7.  The  literature on  the  importance of decoupling opinion  from evidence evalua-

tion is vast (see Baron, 1991, 2008; Evans, 2002; Johnson-Laird, 2006; Kuhn, 1991; 

Lipman,  1991;  Nickerson,  1998,  2004;  Nussbaum  &  Sinatra,  2003;  Perkins,  1995, 

2002; Staudinger, Dorner, & Mickler, 2005; Sternberg, 2001, 2003).

8.  Note that these results are based on correlating the raw beta weight, not the five-

point rescoring used in the CART.

9.  The literature on knowledge calibration is vast (Fischhoff, 1988; Fischhoff, Slovic, 

& Lichtenstein, 1977; Glaser et al., 2013; Griffin & Tversky, 1992; Hilton et al., 2011; 

Klayman  et  al.,  1999;  Moore  &  Healy,  2008;  Parker  et  al.,  2012;  Parker  &  Stone, 

2014; Ronis & Yates, 1987; Sieck & Arkes, 2005; Tetlock, 2005; Yates, Lee, & Bush, 

1997).

10.  Miserly processing via serial associative cognition is not the only explanation. A 

not mutually exclusive class of explanation involves positing unbiased judgmental 

errors as producers of an overconfidence data pattern (Erev, Wallsten, & Budescu, 

1994; Ferrell, 1994; Glaser et al., 2013; Klayman et al., 1999; Pfeifer, 1994; Soll & 

Klayman, 2004). Most evidence indicates that both biased processing and unbiased 

judgmental variability contribute to overconfidence effects (Glaser et al., 2013; Grif-

fin & Brenner, 2004; Klayman et al., 1999; Soll & Klayman, 2004).

11.  Mostly, the finding has been that overconfidence is related to suboptimal deci-

sion  making.  The  major  exception  to  this  finding  was  reported  by  Parker  et  al. 

(2012), who found that overconfidence was positively related to the extent of retire-

ment planning—that is, people who are more overconfident were in fact more likely 

to engage in financial planning for retirement. Parker et al. concluded their paper 

with  an  interesting  discussion  of  the  possible  counteracting  consequences  of 

confidence—that  a  suboptimal  metacognitive  bias  may  be  counteracted  by  other 

aspects of high confidence that actually aid performance in certain domains.

12.  However, Hilton et al. (2011) found that the confidence levels in the two-choice 

paradigm did relate to the size of the intervals in the interval estimation method.
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9  Probabilistic Numeracy

1.  Specifically, Rabin (2000a, 2000b) has shown that subjects should be risk neutral 

over small stakes and should be patient over moderate time intervals or else their 

utility  functions would  imply absurd  levels of discounting or absurd  levels of  risk 

aversion  for people with modest  levels of wealth  (e.g., a person with $290,000  in 

wealth  turning  down  a  50–50  $100  lose/$125  gain  bet  should  also  turn  down  a 

50–50 bet with a $600 loss and $36 billion dollar gain!). He notes that “diminishing 

marginal utility of wealth is not a plausible explanation of people’s aversion to risk 

on the scale of $10, $100, $1000, or even more” (Rabin, 2000a, p. 202). These are 

precisely the type of small-stakes values we used in our subtest.

10  Contaminated Mindware

1.  Rationalization tendencies have been discussed by many researchers (see Evans, 

1996;  Evans & Wason,  1976; Margolis,  1987; Nickerson,  1998; Nisbett & Wilson, 

1977; Wason, 1969).

11  The Dispositions and Attitudes of Rationality

1.  Other theorists—in dealing with similar concepts—prefer terms such as “intellec-

tual style” (Sternberg, 1988, 1989), “cognitive emotions” (Scheffler, 1991), “habits of 

mind” (Keating, 1990), “inferential propensities” (Kitcher, 1993, pp. 65–72), “epis-

temic  motivations”  (Kruglanski,  1990),  “constructive  metareasoning”  (Moshman, 

1994), and “cognitive styles” (Messick, 1984, 1994).

2.  The difficulties and strengths of patients with damage in the ventromedial pre-

frontal  cortex  and  dorsolateral  frontal  regions  have  been  well  documented  (e.g., 

Bechara,  2005;  Duncan  et  al.,  1996;  Harnishfeger  &  Bjorklund,  1994;  Kimberg, 

D’Esposito, & Farah, 1998; McCarthy & Warrington, 1990).

12  Associations among the Subtests: A Short-Form CART

1.  The  Scientific  Reasoning  subtest  was  run  without  this  partitioning  in  RT60 

(described in the next chapter), and we are currently running this subtest without 

the partitioning used in RT59.

2.  The  Reflection  versus  Intuition  subtest  has  a  maximum  raw  score  of  11  and  a 

maximum CART score of 10. So the raw score mean and CART points mean are only 

the same for this subtest when no subject scores a perfect 11, which no one did in 

RT59 (but which was achieved by ten subjects in RT60).

3.  Many of these associations were even stronger in other studies we have run. For 

example, the correlation between the Probabilistic and Statistical Reasoning subtest 
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and Scientific Reasoning subtest was 0.44 in RT59, but was 0.61 in RT58 and 0.56 in 

RT60. The correlation between the Scientific Reasoning subtest and Reflection versus 

Intuition subtest was 0.44 in RT59, but was 0.55 in RT58 and 0.58 in RT60.

13  Associations among the Subtests: The Full-Form CART

1.  We have also compiled a short, sixteen-item version of the longer AOT. It has a 

reliability of 0.87 compared to the 0.85 of  the thirty-item version, and  it displays 

virtually identical correlations with the other key variables in RT60. The correlation 

between the sixteen-item version and the thirty-item version of the AOT is 0.94.

14  The CART: Context, Caveats, and Questions

1.  Our finding converges with others in the literature, however. Previous research 

has found that males tend to outperform females in aspects of cognition related to 

several subtests of the CART, including probabilistic reasoning, probabilistic numer-

acy,  cognitive  reflection,  financial  literacy,  and  scientific  literacy  (Dohmen  et  al., 

2009; Frederick, 2005; Funk & Goo, 2015; Gal & Baron, 1996; Lusardi & Mitchell, 

2014; Weller et al., 2013). In contrast, females have been found to outperform males 

on temporal discounting and overconfidence measures (Barber & Odean, 2001; Dit-

trich & Leipold, 2014; Silverman, 2003a, 2003b; Soll & Klayman, 2004).

15  The Social and Practical Implications of a Rational Thinking Test

1.  Perhaps  wrongly  built.  It  is  now  known  that  the  whole  notion  of  discrepancy 

measurement  in  the  domain  of  reading  disability  was  a  mistake  (Fletcher  et  al., 

1994; Stanovich, 2000, 2005; Stanovich & Siegel, 1994; Stuebing et al., 2002; Vellu-

tino et al., 2004). The proximal cause of most cases of reading difficulty—problems 

in phonological processing—is the same for individuals of high and low IQ (Stanov-

ich, 2000; Vellutino et al., 2004). Phonological processing  is only modestly corre-

lated with intelligence, so that cases of reading difficulty in the face of high IQ are in 

no way surprising and do not need a special explanation.
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Scientific Reasoning, 97–110, 262, 

264–268

instructions and sample items, 

335–340

Reflection vs. Intuition Subtest, 

111–119

instructions and sample items, 340

Belief Bias in Syllogistic Reasoning, 

119–132

instructions and sample items, 

340–342

Ratio Bias, 132–137

instructions and sample items, 

342–344

Disjunctive Reasoning, 137–140

instructions and sample items, 

344–345

Framing, 142–146, 344–345

instructions and sample items, 

345–347

Anchoring, 147–151

instructions and sample items, 

347–348

Preference Anomalies, 151–154

instructions and sample items, 

348–349

Argument Evaluation Test, 154–162

instructions and sample items, 

349–351

Knowledge Calibration, 162–168

instructions and sample items, 

352–354

Rational Temporal Discounting, 

168–175

instructions and sample items, 

354–357

Probabilistic Numeracy, 177–181

instructions and sample items, 

357–358

Financial Literacy and Economic 

Knowledge, 181–186, 325

instructions and sample items, 

358–359

Sensitivity to Expected Value, 187–199

instructions and sample items, 

359–360

Risk Knowledge, 188–189

instructions and sample items, 361

Rejection of Superstitious Thinking, 

195–196

instructions and sample items, 362

Rejection of Antiscience Attitudes, 197

instructions and sample items, 

362–363

Rejection of Conspiracy Beliefs, 

198–203

instructions and sample items, 

363–365

Avoidance of Dysfunctional Personal 

Beliefs, 203–205

instructions and sample items, 365

Actively Open-Minded Thinking Scale, 

209–210, 245–249, 314–315

instructions and sample items, 

365–366

Deliberative Thinking Scale, 210–211

instructions and sample items, 

366–367

Future Orientation Scale, 211

instructions and sample items, 367

Differentiation of Emotions Scale, 

211–212

instructions and sample items, 

367–368

Cognitive decoupling, 28–29, 43–44. See 

also Type 2 processing

and executive functioning, 19, 21

and fluid intelligence, 22, 26

belief bias and, 120–121
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functions of, 19–22

sustained, 20

Cognitive misers, 19. See also Miserly 

processing

three types, 49, 53–55

Cognitive Reflection Test, 53, 59–61, 

111–113

intelligence and, 113–116

“Cold” override, 169–170

Conflict detection, 43–44

link with mindware, 44–48, 55–57

Conjunction errors, 85–87

Constructed preference theory, 151–152

Control group reasoning, 106–107

Converging evidence, 104–105

Covariation detection, 102–103, 107–109

Critical thinking, 121, 157

Decision making, context effects in, 

142–154

Decision-Making Competence Scale, 

270–273

Decontextualization, 323–327

Delay of gratification, 168. See also 

CART subtest: Rational Temporal 

Discounting

Denominator neglect. See Ratio bias

Descriptive invariance, 142–143

Dual-process theory, 16–20, 28–32, 34–35

intelligence in, 21–22

and knowledge structures, 34–35

Type 1 and Type 2 processing (see Type 

1 processing; Type 2 processing)

Falsifiability, 103–104

Focal bias, 30–33. See also Serial associa-

tive cognition

Formative vs. reflective assessment, 

283–284

Four-card selection task, 30–31, 103–104

Framing effects, 54–55, 142–146

Fundamental computational biases, 

147, 162, 198–199

Gambler’s fallacy, 87–89

Great Rationality Debate, 278–281, 312, 

323–328

Meliorists and Panglossians, 278–279, 

323, 327–328

Halpern Critical Thinking Assessment, 

274–275

Heuristics and biases tasks, 9–12

basis of the CART, 9–13, 63–64

construal uncertainty a strength in, 

85, 87, 90, 97

critics of, 278–281, 312, 321–323

and IQ tests, missing from, 12–13

knowledge and process intertwined, 

55–57, 68–71

logic of, 42–49

“Hot” override, 169–170

Hypothesis testing, 103–104

Hypothetical thinking, 20

Ignoring P(D/~H). See Likelihood 

ratio

Impression management, 200–201, 205, 

214, 249–250, 294–295

Intelligence

CHC theory, 16, 284–285, 320

crystallized, 16, 35

fluid, 16, 22

grounded vs. permissive theories, 

15–16, 26, 318

mindware problems and, 192–194

political correctness and, 316–317

vs. rationality distinction, 26, 312–

314, 315–316

tests, 60, 119, 121

Intuitive response, 45–46, 112, 119

Iowa Gambling Task, 212, 290–291

“Kinds of minds,” 22–25, 35–37,  

39–41

Knowledge projection, 193

Knowledge structures. See Mindware
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Likelihood ratio, 98–103, 154

Linda problem, 85–87

Mental models, 137

Metarepresentation, 20, 29, 39

Mindware, 34–35, 43

automatized vs. accessed, 36–37

contaminated, 52–53, 66–67, 191–205, 

294–295

crystallized intelligence and, 35

gap, 52–53, 66–67, 177–189

instantiation continuum, 45–49, 

57–61

override and conflict detection, link 

with, 44–49, 68–71

vs. process dependence, 55–61,  

68–71

Type 1 processing and, 35–37

Type 2 processing and, 35–37

Miserly processing, 32–34, 39–57, 64–

66, 70, 111, 132, 141

Myside bias, 154–162. See also CART 

subtest; Argument Evaluation Test

Numeracy, probabilistic, 60–61, 

177–181

Overconfidence, 162–168. See CART 

subtests and scales, Knowledge 

Calibration

Override, 19–20, 43–44, 132–133

algorithmic capacity for, 43

conflict detection and mindware, link 

with, 44–49, 55–57

Political attitudes, conspiracy beliefs 

and, 200, 202

Preattentive processes, 29, 35

Probabilistic reasoning, 8–9, 60–61

Probability calculus, 78–79

Probability matching, 90–92

Pseudoscience, 191–194

high intelligence and, 192–194

Rational choice theory, 7–9, 152–153

Rationality, 3–6

axiomatic approach, 7–9, 40–41, 63–

64, 142, 152, 187

categorical vs. continuous, 7–9, 63–64

cognitive requirements of, 37–38, 208

definitions of, 4–6

epistemic, 6–7, 72–73, 77, 163

evolutionary psychology and, 327

individual differences, 10–14, 21–29, 

41

instrumental, 6–7, 72–73

intelligence and, 13–15, 26–28, 35, 

293–294, 312–320, 322

correlation with, 315–316

metarationality, 282

missing from IQ tests, 12–13, 312–315, 

322

modernity and, 322–328

as not subpersonal, 41–42

as propensity rather than ability, 

80–81

in real-life domains, 164, 171, 

297–312

thin theory vs. broad theory, 281–282

tripartite model and, 35–37, 314–315

Recognition heuristic, 324–325

Reflective level of processing, 32, 146

Reflective mind, 24–26, 28–30, 121, 

208, 314–315, 324–325

Risk/benefit relationship, 287–288

Sample size, 89–90

Scientific reasoning, 60–61

Serial associative cognition, 29–32, 50–

51, 54, 143–144, 148, 164

Sex differences, 95, 110, 227–230, 251–

258, 293

Simulation, 20, 29

Social desirability. See Impression 

management

Subjects, Amazon Mechanical Turk vs. 

university, 185–186, 203, 238–241
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Syllogistic reasoning

belief bias in, 53–54, 111–119, 154

believability bias vs. validity bias, 

129–131

System 1, 17. See also Type 1 processing

System 2, 17. See also Type 2 processing

Taxonomy of thinking errors, 49–53

contaminated mindware, 52–53

default to autonomous mind, 49–50

default to serial associative cognition 

with a focal bias, 52

failure of sustained override, 50–52

mindware gaps, 52

Thinking dispositions, 25–26, 28, 67–

68, 121, 207–216, 313–315

AOT as a global mental attitude, 

314–315

as independent predictors of rational 

thought, 27

and intelligence, associations  

with, 27

percentiles, 263

in the process/knowledge dimensions, 

69–70

Tripartite model, 22–29, 208

fleshed out, 28–32

knowledge structures in, 34–35

levels of analysis in, 24–26

and locus of individual differences, 

24–26

rationality and, 35–37, 208

Type 1 processing, 17–20

autonomy of, 17–18, 21

benign vs. hostile environments for, 

18–19, 42–43, 147, 182–183, 297, 

321–328

mindware and, 35–37

normative responding and, 37

overriding, 19–20, 22, 28–29, 43

Type 2 processing, 17–20

Typical vs. optimal performance situa-

tions, 24–26, 28, 67–68

Unrealistic optimism, 291–292

Utility maximization, 7–9, 63–64, 77, 

137, 142–143

Vividness, 189

Wason 2–4–6 task, 288

Willpower, 169–170

Within-subject designs, individual dif-

ferences in, 144, 149–150, 155–156, 

288

Working memory, 22

WYSIATI tendency, 33, 55
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